18.783 Elliptic Curves Spring 2021
Lecture #1 02/17/2021

1 Introduction

Most of the content of this overview lecture is contained in the slides that were used in class.
These notes contain some additional details on using the Newton polygon to compute the
genus of a plane curve. They imply, in particular, that all nonsingular cubics, including the
Weierstrass equation y? = 23 + Az + B with —16(4A43 + 27B2) # 0, are curves of genus 1,
as are Edward’s curves: 22 + y? = 1 + cx?y? with ¢ # 0, 1.

1.1 Computing the genus of a plane curve

Let k be a field with algebraic closure k. For a polynomial f € k[x,y] we use f* € klx,y, 2]
to denote its homogenization.

Definition 1.1. For a polynomial f(z,y) = Y a;jz'y’ € k[z,y], the Newton polygon A(f)
of f is the convex hull of the set {(i, ) : a;; # 0} C Z? in R%. The interior and boundary of
A(f) are denoted A°(f) and OA(f), respectively, and for each edge v C T'A(f) we define

the polynomial f,(z,y) := Z(z‘,j)e»y aijziy’.

Theorem 1.2 (Baker’s Theorem). Let f(x,y) € k[z,y] be irreducible in k[x,y], and let

F := Frac(k[z,y]/(f)) denote the corresponding function field, with genus g(F'). Then
9(F) < #{A°(F) nZ?}.

Proof. See [1, Theorem 2.4] for a short proof based on the Riemann-Roch theorem. O

Definition 1.3. A polynomial f € k[z,y] is nondegenerate with respect to an edge  of
OA(f) if the polynomials f, x%, y% have no common zero in (k*)2. The polynomial f
is nondegenerate with respect to A(f) if it is nondegenerate with respect to every edge of
OA(f) and not divisible by z or y.

Remark 1.4. For any edge v of A(f), if either of the partial derivatives of f,(z,y) is a
monomial, then f is nondegenerate with respect to =, since monomials have no zeros in

(k)2

Proposition 1.5. Let f(x,y) € klx,y] be an irreducible nondegenerate polynomial in k[z,y],
and suppose f*(x,y,z) has no singularities outside {(0:0:1),(0:1:0),(1:0:0)}. Then

g(F) = #{A°(F)n Z°}.
Proof. See |2, Theorem 4.2] O

Example 1.6. Let f(z,y) = y% — 23— Az + B, with A, B € k, and —16(4A3 + 27B?) # 0.
Then f(x,y) is irreducible in k[x,y], and OA(f) has the three edges v1 = [(0,0),(3,0)],
v2 = [(0,0),(0,2)], and v3 = [(0, 2), (0,3)]. We have

f’Yl(xvy) = —$3 — Az — Ba
fro(z,y) =y* = B,

frs(y) = y* — 2%

The polynomial f(z,y) is not divisible by = or y, and the fact that the discriminant of
23 4+ Az + B is nonzero implies that f is nondegenerate with respect to v;. By Remark 1.4,
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f is also nondegenerate with respect to the edges v2 and 3. Thus f(x,y) is nondegenerate,
and f*(z,y, z) has no singularities at all, so Proposition 1.5 implies that

9(F) = #{AO(F) NZ%) = #{(L. )} = 1.

Example 1.7. Let f(z,y) = — 1 — ca®y? with ¢ # 0,1. Then f(x,y) is irre-
ducible in k[x,y], and 8A(f) as the four edges v1 = [(0,0),(2,0)], 72 = [(0,0),(0,2)],
V3= [(07 2)? (Qa 2)]; and Y4 = [( ) ( 5 )] We have

f'n(xay) =2’ - 1,
f72(:E,y) = 312 -1,
frs(2,y) = y* — ca®y?,
fru(w,y) = 2* — ca®y?

The polynomial f(z,y) is not divisible by « or y and Remark 1.4 applies to all four f,,, thus
f is nondegenerate. The homogenized polynomial f*(z,y,z) is singular only at (0 : 1 :0)
and (1:0:0), so f satsifies the hypothesis of Proposition 1.5 and

g(F) = #{A(F) N2} = #{(1,1)} = L.
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2 Elliptic curves as abelian groups

In Lecture 1 we defined an elliptic curve as a smooth projective curve of genus 1 with a
distinguished rational point. An equivalent definition is that an elliptic curve is an abelian
variety of dimension one. An abelian variety is a smooth projective variety equipped with a
group structure defined by rational maps (we will make this definition more precise below).
Remarkably, the fact that we are working with projective varieties rather than affine varieties
forces the group operation to be commutative, which is why they are called abelian varieties.

In this lecture we will prove that elliptic curves are abelian varieties by explicitly deriving
the rational maps that define the group law. In the course of doing so we will verify that
they do in fact satisfy the axioms required of a group operation.

2.1 The group law for Weierstrass curves

Recall from Lecture 1 that the group law for an elliptic curve defined by a Weierstrass
equation is given by the following rule:

Three points on a line sum to zero, which is the point at infinity.

For convenience let us assume we are working over a field & whose characteristic is not 2
or 3. In this case may we assume that we are working with an elliptic curve E/k defined by
a short Weierstrass equation

E:y* =2+ Az + B.

The case of a general Weierstrass equation 32 +ajry+azy = 23 +asr?+asx+ag is essentially
the same, but the formulas are slightly more complicated; see |6, I11.2.3| for details and a
proof that every elliptic curve can be defined by a Weierstrass equation.

Recall that although we typically specify our curves using an affine equation in the
variables  and y, we are really working with the corresponding projective curve, which in
this case is given by the homogeneous equation

E:y?z =23 + Az2? + B2®

In order to specify an elliptic curve we need not only an equation defining the curve, but
also a distinguished rational point, which acts as the identity of the group. For curves in
Weierstrass form we always take the point O := (0 : 1 : 0) at infinity as our distinguished
point; this is the unique point on the curve E that lies on the line z = 0 at infinity: if 2 =0
then z = 0 and we may assume y = 1 after scaling the projective point (0 : y : 0) by 1/y;
note that x = z = 0 forces y # 0, since (0: 0: 0) is (by definition) not a projective point.

Every point P # O on the curve E thus has a nonzero z-coordinate which we can scale
to be 1, and we use the notation P = (zg,yo) := (2o : yo : 1) to denote these affine points.
Notice that the point @ = (xg, —yo) also lies on the curve E, and the projective line through
P and @ is defined by z = xgz, which also passes through O = (0 : 1:0). The three points
P,Q,0 lie on aline, so P+ Q + O = P+ @ = O, and therefore Q) = —P.

Let us verify that O acts as the identity element: the line between O and any point P
intersects the curve at —P (this is a double intersection at a tangent when P = —P). We
then have O + P 4+ (—P) = O, so O + P = P. Commutativity of the group law follows
immediately from our definition, so P + O = P also holds.

Associativity is not obvious, and while it can be rigorously proven algebraically, this is a
tedious task that does not yield much insight. So we will give two proofs. The first will only
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apply to the generic case but it is short and provides some intuition as to why our definition
of the group law is associative. The second will be algebraic and fully rigorous, but we will
let Sage do all the dirty work for us.

2.1.1 A geometric proof of associativity in the generic case

This is an adaptation of the proof in [3, p.28|. Let P, @, R be points on an elliptic curve
E over a field k that we may assume is algebraically closed (if the group law is associative
over k then it is certainly also associative when we restrict to k). We shall also assume that
P, @, R, and the zero point O are all in general position. This means the points this means
that in the diagram below there are no relationships among the points other than those that
necessarily exist by construction; in particular the points P,Q, R,O,P + R, P 4+ @ are all
distinct and there is no line that contains three of them.

The line ¢y through P and @ meets the curve E at a third point, —(P + @), and the line
mg through O and —(P + @) meets E at P + Q. Similarly, the line mg through @ and R
meets F at —(Q + R), and the line ¢5 through O and —(Q + R) meets F at Q + R. Let S
be the third point where the line ¢; through P + @ and R meets E, and let T be the third
point where the line m; through P and @@ + R meets E. See the diagram below:

mo mi mo
0 )
—(Q+R) Q+R 2
T6
R S P+Q 2
Lo
Q P —(P+Q)

We have S = —((P4+ Q)+ R) and T = —(P + (Q + R)). It suffices to show S = T.
Suppose not. Let g(z,y,z) be the cubic polynomial formed by the product of the lines
Ly, 41,02 in homogeneous coordinates, and similarly let h(z,y,2) = momims. We may
assume ¢(T') # 0 and h(S) # 0, since the points are in general position and S # T.
Thus g and h are linearly independent elements of the k-vector space V' of homogeneous
cubic polynomials in k[x,y, z]. The space V has dimension (3;2) = 10, thus the subspace
of homogeneous cubic polynomials that vanish at the eight distinct points O, P, @, R,
+(P + @), and £(Q + R) has dimension 2 and is spanned by g and h. The polynomial
flx,y,2) = 23 + Axz® 4+ Bz3 — 2y? that defines F is a nonzero element of this subspace, so
we may write f = ag + bh as a linear combination of g and h. Now f(S) = f(T) = 0, since
S and T are both points on E, but g(S) = h(T) = 0 and g(7T'), h(S) # 0, which implies that
both a and b are zero. But this is a contradiction because f is not the zero polynomial.

This completes our geometric proof of the group law (in the generic case). In order to give
a completely general algebraic proof, and to be able to actually perform group operations
explicitly, we need explicit formulas for computing the sum of two points.
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2.2 The group law in algebraic terms

Let P and @ be two points on our elliptic curve E: y?> = 23 + Az + B. We want to
compute the point R = P + @) by expressing the coordinates of R as rational functions of
the coordinates of P and Q. If either P or @ is the point O at infinity, then R is simply
the other point, so we assume that P and @ are affine points P = (z1,y1) and Q = (z2, y2).
There are two cases.

Case 1. x1 # x5. The line PQ has slope m = (y2 — y1)/(z2 — x1), which yields the linear
equation y — y; = m(z — z1) for PQ. This line is not vertical, so it intersects the curve
E in a third affine point —R = (3, —y3). Plugging the equation for the line PQ into the
equation for the curve E yields

(m(z — 1) +y1)? = 2° + Az + B.

Expanding the LHS and moving every term to the RHS yields a cubic equation

g(x) =23 —m?z? 4+ ... =0,

where the ellipsis hides lower order terms in z. The monic cubic polynomial g(z) has two
roots 1, x2 € k and therefore factors in k[x] as

9(z) = (z — 1) (2 — z2)(2 — x3),

where x3 € k is the z-coordinate of the third point —R on the intersection of PQ and E.

Comparing the coefficient of 2 in the two expressions for g(x) shows that z; + x5 +23 = m?,

and therefore 3 = m? — 1 — x9. We can then compute the y-coordinate —y3 of —R by
plugging this expression for x3 into the equation for PQ, and we have

m = (y2 —y1)/ (w2 — 1),

x3 =m* — x1 — 3,

y3 = m(r1 — x3) — Y1,
which expresses the coordinates of R = P + @ as rational functions of the coordinates of
P and @ as desired. To compute P + = R, we need to perform three multiplications
(one of which is squaring m) and one inversion in the field k. We’ll denote this cost SM+1;

we are ignoring the cost of additions and subtractions because these are typically negligible
compared to the cost of multiplications and (especially) inversions.

Case 2. x1 = 2. We must have y; = d+ys. If y1 = —go then Q = —P and P+ Q = R = 0.
Otherwise P = @ and R = 2P, and the line PQ is the tangent to P on the equation for E,
whose slope we can compute by implicit differentiation. This yields

2uydy = 32%dx + Adx,
so at the point P = (z1,y1) the slope of the tangent line is

_— dy _ 373+ A
dx 211
and once we know m we can compute x3 and y3 as above. Note that we require an extra

multiplication (a squaring) to compute m, so computing R = 2P has a cost of 4AM 1.
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Remark 2.1. You might object that we have not formally defined implicit differentiation
over an arbitrary field, nor have we shown that this gives us the slope of the tangent line.
One can rigorously justify this (using Kéhler differentials, for example), but it is easy to
verify that it works in our case: if you plug y = m(x — x1) + y; into the curve equation
E:y? = 23 + Ax + B using the slope m = (323 + A)/2y1 we computed using implicit
differentiation, you will find that x; is a double root, and since the point (x1, —y;) does not
lie on the line L: y = m(x — 1) + y1 unless y; = 0, the point (z1,y1) has multiplicity 2 in
the intersection E N L, which implies that L is tangent to E at (z1,y;) as claimed.

With these equations in hand, we can now prove associativity as a formal identity,
treating x1,y1, 21, L2, Y2, 22, T3, Y3, 23, A, B as indeterminants subject to the three relations
implied by the fact that P, @, R lie on the curve E. See the Sage worksheet

Lecture 2 Proof of associativity

for details, which includes checking all the special cases.

The equations above can be converted to projective coordinates by replacing x1, y1, T2,
and yo with x1/21, y1/21, ®2/22, and ya/z respectively, and then writing the resulting
expressions for x3/z3 and y3/z3 with a common denominator. When P # () we obtain

x5 = (2221 — 1122)((y2z1 — Y122)° 2120 — (2221 — T122)% (w221 + T122))
y3 = (y2z1 — y122) (2221 — T120) (w221 + 22120) — (Y221 — Y122)°2120) — (Tazy — T122)3 Y120

3
23 = ($221 — 1’122) Z129
and for P = () we obtain

x3 = 2y121(A% (2] + 327)* — 8z1yi21)
Y3 = A(z% + 330%)(12:61,1;%21 — AQ(Z% + 3x%)2) — Sy%z%
z3 = (2y121)°

These formulas are more complicated, but they have the advantage of avoiding inversions,
which are more costly than multiplications (in a finite field of cryptographic size inversions
may be 50 or even 100 times more expensive than multiplications). With careful reuse of
common subexpressions these formulas lead to a cost of 12M for addition (of distinct points)
and 14M for doubling.

2.3 Elliptic curves as abelian varieties

An abelian variety is a smooth projective variety G/k equipped with morphisms p: GxG —
G and i: G — G and a k-rational point O such that for every field extension K /k the set
G(K) of K-rational points has the structure of a group with composition law given by pu,
inverses given by ¢, and O as the identity element.

We have not formally defined what it means to be a smooth projective variety, but
we have defined smooth projective plane curves C: these are defined by a polynomial in
f € k[z,y, 2] that is irreducible in k[z,y, z] such that there is no point P € C(k) at which
the three (formal) partial derivatives of f simultaneously vanish. This example of a smooth
projective variety suffices for our present purpose, as it includes the case of an elliptic curve.
For the morphism p we can take the rational maps defined by the polynomial expressions

18.783 Spring 2021, Lecture #2, Page 4


https://cocalc.com/share/public_paths/a6a1c2b188bd61d94c3dd3bfd5aa73722e8bd38b

we derived above for x3, ys3, 23 in terms of the projective coordinates x1,y1, 21 and 3, y2, 22,
and for the inverse morphism i we simply take the map (x:y:2)— (z: —y: 2).

In the case of elliptic curves, the group law is commutative by construction. In fact
commutativity holds for all abelian varieties |5, §4.3|, which justifies their nomenclature,
even though it is not obviously implied by the definition; indeed, with affine algebraic
groups, which are defined exactly as abelian varieties but with the underlying algebraic
variety affine rather than projective, the group operation is typically not commutative.

Remark 2.2. We have shown that elliptic curves are abelian varieties of dimension one
(curves are algebraic varieties of dimension one by definition, regardless of their genus). We
have not shown that every abelian variety of dimension one is an elliptic curve, which is
beyond the scope of this course, but this is indeed the case (abelian varieties of dimension
one are smooth projective curves, but one needs to show that they have genus 1, and that
the group operation on the abelian variety necessarily coincides with that induced by the
elliptic curve group law when we take the identity element as our distinguished point).

2.4 Edwards curves

Various alternative models of elliptic curves other than Weierstrass equations have been
proposed over the years; each leads to different formulas for the group law that are ulti-
mately equivalent to the formulas for curves in Weierstrass form, after applying a suitable
isomorphism, but which may be more efficient to compute or have other advantages.

We give just one example here, a particular form of an Edwards curve |1, 2, 4]. Let a be
a non-square element of a field £ whose characteristic is not 2. Then the equation

2?4+ y? =1+ ax?y? (1)
defines an elliptic curve with distinguished point (0,1).

Remark 2.3. The plane projective curve defined by equation (1) has two singular points
at infinity, violating our requirement that an elliptic curve be smooth. However, this plane
curve can be desingularized by embedding it in P3(k). The points at infinity are then no
longer rational, and do not play a role in the group operation on E(k), whose elements can
all be uniquely represented as solutions (x,y) to equation (1) above.

If we define

—2(w —1)
2

4(w—1) +2(a + 1)z
3

w = (az® — 1)y, X = , Y =

9
x

then for any solution (zg, o) to (1) with xg # 0 we obtain an affine point (X, Yy) on the
elliptic curve E/k defined by the Weierstrass equation

Y2=(X —a—1)(X%-4a).

(this is not a short Weierstrass equation, since the coefficient of X? is not zero, but for
char(k) # 3 the substitution X = X’ + a + 1 yields a short Weierstrass equation).

If we map the solution (0, 1) to the point at infinity on E and the solution (0, —1) to the
point (a+1,0) on E we obtain a bijection between the set of k-rational solutions to (1) and
E(k) (and similarly for all field extensions K of k, even though a may be a square in K).
It is straight-forward to check that this is in fact a bijection: if two points (xg,yo) map to

18.783 Spring 2021, Lecture #2, Page 5



the same value of Xy := X (x,yo) they must be of the form (£z¢, o), but then the values
of Yy := Y (%xg, yo) will differ in sign unless xg = 0, but (0,1) and (0, —1) are distinguished
by the fact that one is mapped to the point at infinity and the other is not.

It follows that we can use the group law on F (three points on a line to sum to zero) to
give the k-rational solutions to (1) the structure of a group isomorphic to E(k) (and similarly
if we replace k with an extension field K). One can then work out explicit formulas for this
group law in terms of coordinates on the Edwards curve (1). We shall omit the details of
these derivations (which are best done on using a computer algebra system) and simply
present the final result, which is quite pleasing.

The formula for adding points (z1,y1) and (x2,y2) in E(k) is

T1Y2 + T2 Y1Y2 — T122 > 2)

r1, Y1) + (22, 42) = )
( )+ ) <1+am1x2y1y2 1 — az122y192

which implies that the inverse of (x1,y1) is (—z1,%1). In contrast to the formulas for curves
in Weierstrass form, the formula in (2) is well defined for every pair of points (x1,y;) and
(z2,y2) in E(k).

To prove this, let us suppose for the sake of obtaining a contradiction that one the
denominators in (2) is zero for some pair of inputs (x1,¥1), (x2,y2). Then we must have

(1 + cr1z211y2) (1 — cxrxoy1y2) = 1 — c%ﬁx%y%y% =0,

so c?x2z3y?y? = 1, and therefore 71,2, y1,y2 are all nonzero. Applying this and the curve

equation (twice) yields

1 234y

:U%—i_y% - 1—|—cx%y% =1 cx3ys  cadys
2Y2 242

By adding or subtracting 2x1y; = £2/(czays2) to both sides we can obtain

2 _ (w2 E )’

(x1 £91)
Cl‘%y%

)

with either choice of sign on the LHS (the sign on the RHS may vary, but in any case the
numerator of the RHS is a square). Since x; and y; are nonzero, one of z1 +y; and 1 — y1
is nonzero, and this implies that a is a square in k, but this is a contradiction, since we
assumed from the beginning that a is not a square in k.

Remark 2.4. The formula in (2) works over extension fields at all points where it is well
defined, but it is only for extensions K/k where ¢ is not a square that it is guaranteed to
be well defined at every K-rational point (and if ¢ is a square the desingularization of the
projective curve defined by (1) will have two rational points at infinity not handled by (1)).

As written, the group law involves five multiplications and two inversions (ignoring the
multiplication by ¢, which we can choose to be small), which is greater than the cost of the
group operation in Weierstrass form. However, in projective coordinates we have

T3 2129(T1y2 + T2y1) ys  z122(y1y2 — T172)
= 2,2 J = 2,2 :
z3 21%5 + crixay1y2 z3 2125 — CT1X2Y1Y2
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There are a bunch of common subexpressions here, and in order to compute z3, we need
a common denominator. Let r = 2129, let s = 1y + xoy1, let t = criyoxoy1, and let
u = Y1y2 — x1x2. We then have

x3 = rs(r? —t), y3 = ru(r? +t), 23 = (r* +1)(r* —t).

This yields a cost of 12M. If we compute s as s = (x1 + y1)(z2 + y2) — x122 — Yy1y2, the cost
is reduced to 11M.
A simple Sage implementation of these formulas can be found here:

Lecture 2 Group law on Edwards curves

Because the expression in (2) is well defined at every point in E(k), we do not need
separate formulas for addition and doubling.! Moreover, we don’t even need to check the
cases where one or both points is the identity element, or one is the negation of the other;
the same formula works in every case. Such formulas are said to be complete, and they
have two distinct advantages. First, they can be implemented very efficiently as a straight-
line program with no branching. Second, they protect against what is known as a side-
channel attack. If you are using different formulas for addition and doubling, it is possible
that an adversary may be able to externally distinguish these cases, e.g. by monitoring the
CPU (electronically, thermally, or even acoustically) and noticing the difference in the time
required or energy used by each operation. They can then use this information to break
a cryptosystem that performs scalar multiplication by an integer n that is meant to be
secret (as in Diffie-Hellman key exchange, for example), because the sequence of doubling
add adding used in scalar multiplication effectively encodes the binary representation of n.
Using complete formulas prevents a side channel attack because exactly the same sequence
of instruction is executed for every group operation.

Having said that, if you know you want to double a point and are not concerned about a
side-channel attack, there are several optimizations that can be made to the formulas above
(these include replacing 1 4 cx?y? with 22 + y?). This reduces the cost of doubling on an
Edwards curve to 7M, half the 14M cost of doubling a point in Weierstrass coordinates [1].

The explicit formulas database contains optimized formulas for Edwards curves and
various generalizations, as well as many other forms of elliptic curves. Operation counts and
verification scripts are provided with each set of formulas.

We should note that, unlike Weierstrass equations, not every elliptic curve can be defined
by an equation in Edwards form. In particular, an Edwards curve always has a rational point
of order 4, the point (1,0), but most elliptic curves do not have a rational point of order 4.
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3 Finite field arithmetic

In order to perform explicit computations with elliptic curves over finite fields, we first
need to understand how to compute in finite fields. In many of the applications we will
consider, the finite fields involved will be quite large, so it is important to understand the
computational complexity of finite field operations. This is a huge topic, one to which an
entire course could be devoted, but we will spend just one or two lectures on this topic,
with the goal of understanding the most commonly used algorithms and analyzing their
asymptotic complexity. This will force us to omit many details, but references to the relevant
literature will be provided for those who want to learn more.

Our first step is to fix an explicit representation of finite field elements. This might seem
like a technical detail, but it is actually quite crucial; questions of computational complexity
are meaningless otherwise.

Example 3.1. By Theorem 3.12 below, the multiplicative group of a finite field F, is
cyclic. One way to represent the nonzero elements of a finite field is as explicit powers of
a fixed generator, in which case it is enough to know the exponent, an integer in [0,q — 1].
With this representation multiplication and division are easy, solving the discrete logarithm
problem is trivial, but addition is costly (not even polynomial time). We will instead choose
a representation that makes addition (and subtraction) very easy, multiplication slightly
harder but still easy, division slightly harder than multiplication but still easy (all these
operations take quasi-linear time). But solving the discrete logarithm problem will be hard
(no polynomial-time algorithm is known).

For they sake of brevity, we will focus primarily on finite fields of large characteristic, and
prime fields in particular, although the algorithms we describe will work in any finite field
of odd characteristic (most will also work in characteristic 2). Fields of characteristic 2 are
quite important in many applications (coding theory in particular), and there are specialized
algorithms that are optimized for such fields, but we will not address them here.!

3.1 Finite fields

We begin with a quick review of some basic facts about finite fields, all of which are straight-
forward but necessary for us to establish a choice of representation; we will also need them
when we discuss algorithms for factoring polynomials over finite fields. Those already famil-
iar with this material should feel free to skim this section.

Definition 3.2. For each prime p we define I, to be the quotient ring Z/pZ.

Theorem 3.3. The ring F), is a field, and every field of characteristic p contains a canonical
subfield isomorphic to Fy,. In particular, all fields of cardinality p are isomorphic.

Proof. To show that the ring F), = Z/pZ is a field we just need to show that every nonzero
element is invertible. If [a] := a + pZ is a nontrivial coset in Z/pZ then a and p are coprime
and (a,p) = (1) is the unit ideal. Therefore ua+wvp = 1 for some u, v € Z with ua = 1 mod p,
so [u][a] = [1] in Z/pZ and |a] is invertible. To justify the second claim, note that in any
field of characteristic p the subring generated by 1 is isomorphic to Z/pZ = F,, and this
subring is clearly unique (any other must also contain 1), hence canonical. O

!The recent breakthrough in computing discrete logarithms in finite fields of small characteristic in quasi-
polynomial time [1] has greatly diminished the enthusiasm for using such fields in cryptographic applications.
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The most common way to represent I, for computational purposes is to pick a set of
unique coset representatives for Z/pZ, such as the integers in the interval [0,p — 1].

Definition 3.4. For each prime power ¢ = p" we define F; = F,» to be the field extension
of F,, generated by adjoining all roots of 29 — z to F, (the splitting field of 29 — z over F,,).
Equivalently, F, := F;q is the subfield of the algebraic closure of F, fixed by the g-power
Frobenius automorphism o,: x — x9.

Remark 3.5. We note that this definition makes sense for n = 1, with ¢ = p: the polynomial
xP — z splits completely over ), and F,, is the subfield of F, fixed by o,.

Theorem 3.6. Let ¢ = p™ be a prime power. The field F, has cardinality q¢ and every field
of cardinality q is (non-canonically) isomorphic to F,.

. . . . . .
Proof. The map z — x9 = 2P is an automorphism o, of Iy, since in characteristic p we

have
(a+Db)P" =aP" + " and (ab)P" = aP" ",

where the first identity follows from the binomial theorem: (p:) = 0 mod p for 0 < r < p".
Let k := F;? be the subfield of F, fixed by o4. We have [F,, C k, since

(1_|_..._|_1)q:1Q_|_..._|_1q:1_|_..._|_17

and it follows that F, = Fg?, since o4 fixes IF,, and every root of ¢ — x. The polynomial
29 — z has no roots in common with its derivative (z¢ — x)’ = qz%! — 1 = —1, so0 it has ¢
distinct roots, which are precisely the elements of I, (they lie in [, be definition, and every
element of F, = Fg? is fixed by o, and therefore a root of 27 — z).

Now let k£ be a field of cardinality ¢ = p™. Then k must have characteristic p, since
the set {1,1+1,...} is a subgroup of the additive group of k, so the characteristic divides
#k = p", and in a finite ring with no zero divisors the characteristic must be prime. By
Theorem 3.3, the field k contains F),. The order of each o € k* divides #k* = ¢ — 1; thus
a?~t =1 for all a € kX, so every a € k, including a = 0, is a root of 29 — z. It follows that
k is isomorphic to a subgroup of F,, and #k = #F,, so k ~ F, (this isomorphism is not
canonical because when ¢ is not prime there are many ways to embed & in F,). O

Remark 3.7. Now that we know all finite fields of cardinality ¢ are isomorphic, we will feel
free to refer to any and all of them as the finite field F,, with the understanding that there
are many ways to represent IF, and we will need to choose one of them.

Theorem 3.8. The finite field Fym is a subfield of Fpn if and only if m divides n.

Proof. If Fpm C Fyn then Fpn is an Fpm-vector space of (integral) dimension n/m, so m|n.
If m|n then p™ — p™ = (p™ — 1)(p" ™ + p" 2™ 4 - .- 4 p?™ 4+ p™) is divisible by p™ — 1 and
" —r = (2P =) (L4 2P 4 27D g P
is divisible by &P™ —z. Thus every root of P" —z is also a root of zP" —z, so Fpm CFpn. [

Theorem 3.9. For any irreducible f € Fplx] of degree n > 0 we have Fy[x]/(f) >~ Fpn.

n—1

Proof. The ring k = Fp[z]/(f) is an Fp-vector space with basis 1,...,2""" and therefore
has dimension n and cardinality p™. The ring Fp[z] is a principal ideal domain and f
is irreducible and not a unit, so (f) is a maximal ideal and F,[z]/(f) is a field with p"
elements, hence isomorphic to Fy» by Theorem 3.6. O
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Theorem 3.9 allows us to explicitly represent Fp» as Fplz]/(f) using any irreducible
polynomial f € [F,[x] of degree n, and it does not matter which f we pick; by Theorem 3.6
we always get the same field (up to isomorphism). We also note the following corollary.

Corollary 3.10. Every irreducible f € Fp[x] of degree n splits completely in Fpn.
Proof. We have Fp[x]/(f) =~ Fpn, so every root of f is a root of 27" — z and lies in Fpn. [

Remark 3.11. This corollary implies that zP" — z is the product over the divisors d|n of
all monic irreducible polynomials of degree d in Fp[z]. This can be used to derive explicit
formulas for the number of irreducible polynomials of degree d in [F[x] using Mobius inver-
sion. It also implies that, even though we defined IF,» as the splitting field of P — it is
also the splitting field of every irreducible polynomial of degree n.

Theorem 3.12. Ewvery finite subgroup of the multiplicative group of a field is cyclic.

Proof. Let k be a field, let G be a subgroup of k* of order n, and let m be the exponent
of G (the least common multiple of the orders of its elements), which necessarily divides n.
Every element of G is a root of £ — 1, which has at most m roots, so m = n. Every finite
abelian group contains an element of order equal to its exponent, so GG contains an element
of order m = n = #G and is therefore cyclic. O

Corollary 3.13. The multiplicative group of a finite field is cyclic.

If a is a generator for the multiplicative group Fy, then it generates F, as an extension
of F,, that is, F, = F,(«), and we have F, ~ F,[z]/(f), where f € F,[z] is the minimal
polynomial of a, but the converse need not hold. This motivates the following definition.

Definition 3.14. A monic irreducible polynomial f € F,[z] whose roots generate the mul-
tiplicative group of the finite field F,[x]/(f) is called a primitive polynomial.

Theorem 3.15. For every prime p and positive integer n there exist primitive polynomials
of degree n in Fplz]. Indeed, the number of such polynomials is ¢(p" — 1)/n.

Here ¢(m) is the Euler function that counts the generators of a cyclic group of order m,
equivalently, the number of integers in [1,m — 1] that are relatively prime to m.

Proof. Let a be a generator for F;n with minimal polynomial f, € Fp[z]; then f, is primitive.
There are ¢(p™ — 1) possible choices for a. Conversely, if f € Fp[z] is a primitive polynomial
of degree n then each of its n roots is a generator for F;'. We thus have a surjective n-to-1
map o — f, from the set of generators of F;n to the set of primitive polynomials over I, of
degree n; the theorem follows. O

The preceding theorem implies that there are plenty of irreducible (and even primitive)
polynomials f € Fp[z] that we can use to represent F, = F,[z]|/(f) when ¢ is not prime. The
choice of the polynomial f has some impact on the cost of reducing polynomials in Fp[x]
modulo f; ideally we would like f to have as few nonzero coefficients as possible. We can
choose f to be a binomial only when its degree divides p — 1, but we can usually (although
not always) choose f to be a trinomial; see [8]. Finite fields in cryptographic standards are
often specified using an f € Fp[z] that makes reduction modulo f particularly efficient.

For mathematical purposes it is more useful to fix a universal choice of primitive polyno-
mials once and for all; this simplifies the task of migrating data from one computer algebra
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system to another, as well as the restoration of archived data. A simple way to do this is
to take the lexicographically minimal primitive polynomial f,, € Fp[z] of each degree n,
where we represent each f,,(z) = > a;x' as a sequence of integers (ao, ..., an—1,1) with
0<a; <p.

There are two downsides to this simple-minded approach. First (and most significantly),
we would like to be able to easily embed F)" in F} when m|n, which means that if « is
a root of fj,,(z) then we would really like a™™ to be a root of fp.m(z), including when
m = 1. Secondly (and less significantly), we would like the root r of f,1 =« —r to be the
least primitive root modulo p, which will not be the case if we use the lexicographic ordering
defined above, but will be the case if we tweak our sign convention and take (ag, ..., ap—1,1)
to represent the polynomial 2" — a,_12" ' + --- 4+ (—1)"ag. This leads to the following
recursive definition due to Richard Parker (named in honor of John Conway).

Definition 3.16. Order polynomials f(z) = 2" — ay_12" ' + .-+ + (=1)"ag € (Z/pZ)[x]
with 0 < a; < p according to the lexicographic order on integer sequences (ag, ..., an—1,1).
For each prime p and n > 0 the Conway polynomial f,,(x) is defined by:

e Forn =1, let f,1(z) := x—r, where r is the least positive integer generating (Z/pZ)*;

e For n > 1, let f,,(x) be the least primitive polynomial of degree n such that for
0 < m < n and every root a of f, m(x) we have f,,(a™™) = 0.

That fp,»(z) exists is a straight-forward proof by induction that we leave as an exercise.

Conway polynomials are now used by most computer algebra systems, including GAP,
Magma, Macaulay2, and SageMath. One downside to their recursive definition is that it is
quite time consuming to compute any particular Conway polynomial on demand; instead,
each of these computer algebra systems includes a list of precomputed Conway polynomials.
The key point is that, even in a post-apocalyptic scenario where all these tables are lost,
they can all be readily reconstructed from the succinct definition above.

Having fixed a representation for IF, every finite field operation can ultimately be reduced
to integer arithmetic: elements of IF,, are represented as integers in [0, p— 1], and elements of
F, = Fp[z]/(f) are represented as polynomials of degree less than deg f whose coefficients
are integers in [0,p — 1].

Before leaving our review of finite fields, we want to recall one other key fact about
finite fields, which is that every finite field [, is Galois extension of its prime field IF,,, and
the Galois group Gal(F,/F)) is cyclic of order [F,:IF,], generated by the p-power Frobenius
automorphism o0,: x — xP. This follows immediately from our definition of F, as the
splitting field of 29 — x over F),, provided we know that IF,/IF, is Galois. This follows form
the fact that ¢ — x is a separable polynomial.

Definition 3.17. Let k be a field and let f = Y_ fiz’ € k[x] be a polynomial. We say that
f is separable if any of the following equivalent conditions hold:

e f has deg f distinct roots in any algebraic closure k of k;
e f is squarefree over every extension of k;

e gcd(f, f') is a unit in k[z], where f! := Y ifiz"~! denotes the formal derivative of f.

A polynomial that is not separable is said to be inseparable.

18.783 Spring 2021, Lecture #3, Page 4



Remark 3.18. We will typically write ged(f, f/) = 1 to indicate that ged(f, f’) is a unit.
The ged of two elements in a ring is defined only up to units (if a divides b and ¢ then so
does ua for any unit u), and in a principal ideal domain it is standard to take ged(a,b)
to be a unique representative of the ideal (a,b). For the ring Z there is a unique posi-
tive representative (the only units are £1), and in the ring k[x] there is a unique monic
representative

Remark 3.19. Some older textbooks (notably including Bourbaki) define a polynomial to
be separable if its irreducible factors are separable, which would makes polynomials like
(x — 1)? separable, but for us this is not a separable polynomial. On the other hand, it is
clear that if a polynomial f is separable under our definition, then all its irreducible factors
are separable, since if f has distinct roots in k then so does every divisor of f.

Lemma 3.20. An irreducible polynomial f € k[z] is inseparable if and only if f' = 0.

Proof. Let f € k[z] be irreducible. Then f is nonzero and not a unit. If f/ = 0 then
ged(f, f') = f is not a unit and f is inseparable. If f is inseparable then g = ged(f, f') is a
nonconstant divisor of f and f’, and if f’ is nonzero then degg < deg f’ < deg f, which is
impossible because f is irreducible. O

The polynomial z? — z is separable because
ged(2? — x, (27 — 2)) = ged(2? — 2, —1) = 1,

and it follows that its splitting field over F, is a Galois extension of F,, (this is really the
basic tenet of Galois theory: splitting fields of separable polynomials are Galois, and every
finite Galois extension is the splitting field of some separable polynomial).

An important consequence of this fact is that finite fields are perfect.

Definition 3.21. A field k is perfect if every irreducible polynomial in k[x] is separable,
equivalently, has a nonzero derivative.

Fields of characteristic zero are always perfect, since there is no way for the derivative of
a nonconstant polynomial to be zero in such fields. Fields of positive characteristic p need
not be perfect (we will see many examples of this in later lectures), but finite fields are.

Theorem 3.22. Finite fields are perfect.

Proof. Let f =Y, fiz' be an irreducible polynomial in F[z], and let

g= 1]

o€Gal(F,/F,)

where f7 := Y, 0(f;)z'. Let F, be the prime field of F,. We have g € Fp[z], since it is
invariant under the action of Gal(F,/F,), and it is irreducible in [F,[z] since any non-trivial
factor of g in F)[z] would be also be a non-trivial factor in [Fy[z], none of which are invariant
under the action of Gal(F,/F,) (note that each f¢ is irreducible in F,[z]). Now flg, so if ¢
is separable then f is separable, which means that if I, is perfect then so is [Fy.

Let g = >, giz". If g is inseparable then ¢’ = >_.ig;z* = 0, which implies that g; = 0
for i not divisible by p, meaning that g = h(zP) for some h € F,[z]. But this cannot be the
case because h(xzP) = h(x)P is not irreducible. O
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3.2 Integer addition

Every nonnegative integer a has a unique binary representation a = Z?:_Ol a;2" with a; €

{0,1} and a,—1 # 0. The binary digits a; are called bits, and we say that a is an n-bit
integer; we can represent negative integers by including an additional sign bit.

To add two integers in their binary representations we apply the “schoolbook" method,
adding bits and carrying as needed. For example, we can compute 43+37=80 in binary as

101111
101011
+100101
~ 1010000

The carry bits are shown in red. To see how this might implemented in a computer,
consider a 1-bit adder that takes two bits a; and b; to be added, along with a carry bit c;.

a; b;
-l Cit1 = (ai A bz) V (Cz‘ A ai) V (CZ' A bz)
G adder [0
l Si=a; Qb; V¢
S5

The symbols A, V, and ® denote the boolean functions AND, OR, and XOR (exclusive-or)
respectively, which we may regard as primitive components of a boolean circuit. By chaining
n + 1 of these 1-bit adders together, we can add two n-bit numbers using 7n + 7 = O(n)
boolean operations on individual bits.

Remark 3.23. Chaining adders is known as ripple addition and is no longer commonly used,
since it forces a sequential computation. In practice more sophisticated methods such as
carry-lookahead are used to facilitate parallelism. This allows most modern microprocessors
to add two 64 (or even 128) bit integers in a single clock cycle, and with the SIMD (Single
Instruction Multiple Data) instruction sets available on newer AMD and Intel processors,
one may be able to perform four (or even eight) 64 bit additions in a single clock cycle.

We could instead represent the same integer a as a sequence of words rather than bits.

. _ ; n . .
For example, write a = fzol a;2% where k = [—-| We may then add two integers using

a sequence of O(k), equivalently, O(n), operations on 64-bit words. Each word operation
is ultimately implemented as a boolean circuit that involves operations on individual bits,
but since the word-size is fixed, the number of bit operations required to implement any
particular word operation is a constant. So the number of bit operations is again O(n), and
if we ignore constant factors it does not matter whether we count bit or word operations.
Subtraction is analogous to addition (now we need to borrow rather than carry), and
has the same complexity, so we will not distinguish these operations when analyzing the
complexity of algorithms. With addition and subtraction of integers, we have everything we
need to perform addition and subtraction in a finite field. To add two elements of I, ~ Z/pZ
that are uniquely represented as integers in the interval [0, p — 1] we simply add the integers
and check whether the result is greater than or equal to p; if so we subtract p to obtain a
value in [0, p — 1]. Similarly, after subtracting two integers we add p if the result is negative.
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The total work involved is still O(n) bit operations, where n = lgp is the number of bits
needed to represent a finite field element.

To add or subtract two elements of F, ~ (Z/pZ)[x]/(f) we simply add or subtract the
corresponding coefficients of the polynomials, for a total cost of O(dlgp) bit operations,
where d = deg f, which is again O(n) bit operations, if we put n =lgq = dlgp.

Theorem 3.24. The time to add or subtract two elements of Fy in our standard represen-
tation is O(n), where n =1g q is the size of a finite field element.

Remark 3.25. We will discuss the problem of reducing an integer modulo a prime p using
fast Euclidean division in the next lecture. But this operation is not needed to reduce the
sum or difference of two integers in [0, p— 1] to a representative in [0, p— 1]; it is faster (both
in theory and practice) to simply subtract or add p as required (at most once).

3.3 A quick refresher on asymptotic notation

Let f and g be two real-valued functions whose domains include the positive integers. The
big-O notation “f(n) = O(g(n))” is shorthand for the statement:

There exist constants ¢ and N such that for alln > N we have |f(n)| < c|g(n)|.

This is equivalent to

i)
Hm =P ()]

< 00

Warning 3.26. “f(n) = O(g(n))” is an abuse of notation; in words we would say f(n)
is O(g(n)), where the word “is” does not imply equality (e.g., “Aristotle is a man”), and
it is generally better to write this way. Symbolically, it would make more sense to write
f(n) € O(g(n)), regarding O(g(n)) as a set of functions. Some do, but the notation f(n) =
O(g(n)) is far more common and we will occasionally use it in this course, with one caveat:
we will never write a big-O expression to the left of the equal sign. It may be true that
f(n) = O(nlogn) implies f(n) = O(n?), but we avoid writing O(nlogn) = O(n?) because
O(n?) # O(nlogn).

We also have big-) notation “f(n) = Q(g(n))”, which means g(n) = O(f(n)),? as well
as little-o notation “ f(n) = o(g(n)),” which is shorthand for

L)

n—oo [g(n)

An alternative notation that is sometimes used is f < g, but depending on the author this
may mean f(n) = o(g(n)) or f(n) = O(g(n)) (computer scientists tend to mean the former,
while number theorists usually mean the latter, so we will avoid this notation). There is also
a little-omega notation, but the symbol w already has so many uses in number theory that
we will not burden it further (we can always use little-o notation instead). The notation
f(n) = 0O(g(n)) means that f(n) = O(g(n)) and f(n) = Q(g(n)) both hold.

It is easy to see that the complexity of integer addition is ©(n), since we have shown it is
O(n) and it is clearly Q(n) because it takes this long to output n bits (in a Turing machine
model one can show that for most inputs the machine will have to write to €2(n) cells on
the Turing tape, no matter what algorithm it uses).

2The Q-notation originally defined by Hardy and Littlewood had a slightly weaker definition, but modern
usage generally follows our convention, which is due to Knuth.

18.783 Spring 2021, Lecture #3, Page 7



Warning 3.27. Don’t confuse a big-O statement with a big-© statement; the former implies
only an upper bound. If Alice has an algorithm that is O(2™) this does not mean that Alice’s
algorithm requires exponential time, and it does not mean that Bob’s O(n?) algorithm is
better; Alice’s algorithm could be O(n) for all we know. But if Alice’s algorithm is £(2")
then we would definitely prefer to use Bob’s algorithm for all sufficiently large n.

Big-O notation can also be used for multi-variable functions: “f(m,n) = O(g(m,n))” is
shorthand for the statement:

There exist constants ¢ and N such that for all m,n > N we have |f(m,n)| < c|g(m,n)|.

This statement is weaker than it appears. For example, it says nothing about the relationship
between f(m,n) and g(m,n) if we fix one of the variables. However, in virtually all of
the examples we will see it will actually be true that if we regard f(m,n) = fn(n) and
g(m,n) = gm(n) as functions of n with a fixed parameter m, we have f,(n) = O(gm(n)),
and similarly, f,(m) = O(gn(m)). In this situation one says that f(m,n) = O(g(m,n))
holds uniformly (in m and n).

So far we have spoken only of time complezity, but space complexity plays a crucial
role in many algorithms that we will see in later lectures. Space complexity measures the
amount of memory an algorithm requires; this can never be greater than its time complexity
(it takes time to use space), but it may be smaller. When we speak of “the complexity" of
an algorithm, we should really consider both time and space. An upper bound on the time
complexity is also an upper bound on the space complexity but it is often possible (and
desirable) to obtain a better bound for the space complexity.

For more information on asymptotic notation and algorithmic complexity, see [5].

Warning 3.28. In this class, unless explicitly stated otherwise, our asymptotic bounds
always count bit operations (as opposed to finite field operations, or integer operations).
When comparing complexity bounds found in the literature, one must be sure to understand
exactly what is being counted. For example, a complexity bound that counts operations in
finite fields may need to be converted to a bit complexity to get an accurate comparison,
and this conversion is going to depend on exactly which finite field operations are being used
and how the finite fields are represented. A lack of care in this regard has led to more than
one erroneous claim in the literature.

3.4 Integer multiplication

We now consider the problem of integer multiplication. Unlike addition, this is (still) an
open problem; it is widely believed that O(nlogn) is the best possible, and this has even
been proved conditionally under various conjectures, but it is not known unconditionally,
and it is only very recently that O(nlogn) was established as an upper bound.

Because we do not know the exact complexity of integer multiplication, it is common
practice to use the notation M(n) to denote the time to multiply two n-bit integers; this
allows us to state bounds for algorithms that depend on the complexity of integer multi-
plication in a way that does not depend on whatever the current state of the art is. This
convention has proved useful over the past two decades during which upper bounds on M(n)
have improved at least four times.
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3.4.1 Schoolbook method

Let us compute 37 x43 = 1591 with the “schoolbook” method, using a binary representation.

101011
x 100101
101011
101011
+101011
11000110111

Multiplying individual bits is easy (just use an AND gate), but we need to do n? bit mul-
tiplications, followed by n additions of n-bit numbers (suitably shifted). The complexity of
this algorithm is thus ©(n?). This gives us the upper bound M(n) = O(n?). The only lower
bound known is the trivial one, M(n) = ©(n), so one might hope to do better than O(n?),
and indeed we can.

3.4.2 Karatsuba’s algorithm

Before presenting Karatsuba’s algorithm, it is worth making a few remarks regarding its
origin. In the first half of the twentieth century it was widely believed that M(n) = Q(n?);
indeed, no less a mathematician than Kolmogorov formally stated this conjecture in a 1956
meeting of the Moscow Mathematical Society [16, §5|. This conjecture was one of the topics
at a 1960 seminar led by Kolmogorov, with Karatsuba in attendance. Within the first week
of the seminar, Karatsuba was able to disprove the conjecture. Looking back on the event,
Karatsuba writes |16, §6]

After the next seminar I told Kolmogorov about the new algorithm and about
the disproof of the n? conjecture. Kolmogorov was very agitated because this
contradicted his very plausible conjecture. At the next meeting of the seminar,
Kolmogorov himself told the participants about my method and at this point the
seminar was terminated.

Karatsuba’s algorithm is based on a divide-and-conquer approach. Rather than repre-
senting n-bit integers using n digits in base 2, we may instead write them in base 2/2 and
may compute their product as follows

a = ag+ 2”/2a1,
b = by+ 22,
ab = agbo + 2"2(arbo + brag) + 2"ayby,
As written, this reduces an n-bit multiplication to four multiplications of (n/2)-bit integers
and three additions of O(n)-bit integers (multiplying an intermediate result by a power of 2

can be achieved by simply writing the binary output “further to the left” and is effectively
free). However, as observed by Karatsuba one can use the identity

agby + bpa; = (CL() + al)(bo + bl) — agbg — a1b1

to compute agb; + bga; using just one multiplication in addition to computing the products
aoby and a1by. By reusing the common subexpressions agby and a1b1, we can compute ab
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using three multiplications and six additions (we count subtractions as additions). We can
use the same idea to recursively compute the three products agbg, a1b1, and (ag+aq)(bo+b1);
this recursive approach yields Karatsuba’s algorithm.

If we let T'(n) denote the running time of this algorithm, we have

T(n) =3T(n/2) + O(n)
= O(n'#?)

It follows that M(n) = O(n'83), where lg 3 = log, 3 ~ 1.59.3

3.4.3 The Fast Fourier Transform (FFT)

The fast Fourier transform is widely regarded as one of the top ten algorithms of the twen-
tieth century [6, 10|, and has applications throughout applied mathematics. Here we focus
on the discrete Fourier transform (DFT), and its application to multiplying integers and
polynomials, following the presentation in [9, §8]. It is actually more natural to address the
problem of polynomial multiplication first.

Let R be a commutative ring containing a primitive nth root of unity w, by which we
mean that w” = 1 and w’ — w’ is not a zero divisor for 0 < i < j < n (when R is a field
this coincides with the usual definition). We shall identify the set of polynomials in R[z]
of degree less than n with the set of all n-tuples with entries in R. Thus we represent the
polynomial f(z) = Z?;ol ;o by its coefficient vector (fo, ..., fn_1) € R" and may speak
of the polynomial f € R[z] and the vector f € R™ interchangeably.

The discrete Fourier transform DFT,, : R® — R™ is the R-linear map

(for- s fam1) 2 (F(W0),- .., f@™D).

You should think of this map as a conversion between two types of polynomial representa-
tions: we take a polynomial of degree less than n represented by n coefficients (its coefficient-
representation and convert it to a representation that gives its values at n known points (its
point-representation).

One can use Lagrange interpolation to recover the coefficient representation from the
point representation, but our decision to use values w, ..., w" ! that are nth roots of unity
allows us to do this more efficiently. If we define the Vandermonde matrix

1 1 1 1

1 w w? w1

1 w2 Wi R
Vor=11 W3 w w33 |,

1 ol w22 ... Hn-1)?

then DFT,,(f) = V., f*. Our assumption that none of the differences w’ —w/ is a zero divisor
in R ensures that the matrix V,, is invertible, and its inverse is simply %wal. It follows that

1
DFT,! = —DFT,-:.
n

3In general we shall use Ign to denote log, n.
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Thus if we have an algorithm to compute DFT,, we can use it to compute DFT_!: just
replace w by w™! = w"”~! and multiply the result by %
We now define the cyclic convolution f x g of two polynomials f,g € R™:

f*g= fgmod (z" —1).

Reducing the product on the right modulo ™ — 1 ensures that f g is a polynomial of degree
less than n, thus we may regard the cyclic convolution as a map R" x R — R"™. If h = fxg,
then h; = )" fjgi, where the sum is over j + k =i mod n. If f and g both have degree less
than n/2, then f * g = fg; thus the cyclic convolution of f and g can be used to compute
their product, provided that we make n big enough.

We also define the pointwise product f - g of two vectors in f,g € R™:

fg: (fog(]v flgla ) fnflgnfl)-

We have now defined three operations on vectors in R™: the binary operations of convolution
and point-wise product, and the unary operation DFT,,. The following theorem relates these
three operations and is the key to the fast Fourier transform.

Theorem 3.29. DFT,(f x g) = DFT,(f) - DFT,(g).

Proof. Since f x g = fg mod (2™ — 1), we have

frg=Ffg+q-(a"-1)

for some polynomial ¢ € R[z]. For every integer i from 0 to n — 1 we then have

(f*9)(w') = flw)g(w') + g (W™ ~ 1)

= f(w)g(w"),
where we have used (w™ — 1) = 0, since w is an nth root of unity. O

The theorem implies that if f and g are polynomials of degree less then n/2 then
fg = f*g=DFT ! (DFT,(f) DFT.(g)). (1)

This identify allows us to multiply polynomials using the discrete Fourier transform. In
order to put this into practice, we need an efficient way to compute DFT,,. This is achieved
by the following recursive algorithm.

Algorithm: Fast Fourier Transform (FFT)

Input: A positive integer n = 2%, a vector f € R", and the vector (w°,...,w" 1) € R".
Output: DFT,(f) € R".

If n =1 then return (fp) and terminate.

Write the polynomial f(z) in the form f(z) = g(z) + z2 h(z), where g, h € R%.
Compute the vectors 7 =g+ h and s = (g — h) - (W, ...,w2 ") in R2.
Recursively compute DFT,2(r) and DFT,2(s) using (w®,w?, ... ,w"2).

Return the vector (r(w?), s(w?), r(w?), s(w?),...,r(w"2),s(w"2))

A
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Let T'(n) be the number of operations in R used by the FFT algorithm. Then

T(n) =2T(n/2) + O(n)
= O(nlogn).

This shows that the FFT is fast (justifying its name); let us now prove that it is correct.
Theorem 3.30. The FFT algorithm outputs DFT,(f).

Proof. We must verify that the kth entry of the output vector is f(w*), for 0 < k < n. For
even k = 2¢ we have:

For odd k£ = 27 + 1 we have:

FBHhy = Z Fi0i Z fn/2+jw(2i+1)(n/2+j)
0<j<n/2 0<j<n/2
_ Z gjw2ijwj+ Z hjw2ijwinwn/2wj
0<j<n/2 0<j<n/2
= D (g —hj)ww?
0<j<n/2
= D s
0<j<n/2
= s(w?)

Y

where we have used the fact that w™/?2 = —1. O

Corollary 3.31. Let R be a commutative ring containing a primitive nth root of unity, with
n = 2%, and assume 2 € R*. We can multiply two polynomials in R[z] of degree less than
n/2 using O(nlogn) operations in R.

Proof. From (1) we have

- 1
fg =DFT,(DFT,(f) - DFTy(g)) = — DFT -1 (DFT,(f) - DFT,(g))
and we note that n = 2% € R* is invertible. We can compute w°, ..., w" ! using O(n) mul-

tiplications in R (this also gives us (w™1)°,..., (w™H)"~1). Computing DFT,, and DFT, 1
via the FFT algorithm uses O(nlogn) operations in R, computing the pointwise product of
DFT,(f) and DFT(g) uses O(n) operations in R, and computing 1/n and multiplying a
polynomial of degree less than n by this scalar uses O(n) operations in R. 0l

What about rings that do not contain an nth root of unity? By extending R to a new
ring R := R[w]/(w™ — 1) we can obtain a formal nth root of unity w, and one can then
generalize Corollary 3.31 to multiply polynomials in any ring R in which 2 is invertible using
O(nlognloglogn) operations in R; see |9, §8.3] for details.
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The need for 2 to be invertible can be overcome by considering a 3-adic version of the
FFT algorithm that works in rings R in which 3 is invertible. For rings in which neither 2
nor 3 is invertible we instead compute 2¥ fg and 3™ fg (just leave out the multiplication by
1/n at the end). Once we know both 2F fg and 3™ fg we can recover the coefficients of fg by
using the Euclidean algorithm to compute u,v € Z such that u2* + v3™ = 1 and applying

u2kfg+v3mfg = fg.

3.5 Integer multiplication

To any positive integer a = ?:_01 ;2" we may associate the polynomial f,(z) = > ", a;z’ €

Z[z], with a; € {0,1}, so that a = f,(2). We can then multiply positive integers a and b via

ab = fup(2) = (fufs)(2).

Note that the polynomials f,(z)fy(z) and fop(2) may differ (the former may have coefficients
greater than 1), but they take the same value at = 2; in practice one typically uses base
264 rather than base 2 (the a; and b; are then integers in [0,264 — 1]).

Applying the generalization of Corollary 3.31 noted above to the ring Z, Schénhage and
Strassen [19] obtain an algorithm to multiply two n-bit integers in time O(nlognloglogn),
which gives us a new upper bound

M(n) = O(nlognloglogn).
In 2007 Fiirer [7] showed that this bound can been improved to

M(n) = O <n logn2o(log*n))

where log*n denotes the iterated logarithm, which counts how many times the log function
must be applied to n before the result is less than or equal to 1. In 2016 Harvey, van der
Hoeven and Lecerf [15] proved the sharper bound

M(n) = 0O (n logn81°g*”) ,
and in 2018 Harvey and van der Hoeven [12] further improved this to
M(n) = O (n 10gn41°g*"> .
In 2019 Harvey and van der Hoeven [14] announced the spectacular and long awaited result
M(n) = O (nlogn),

which as far as asymptotics go, is almost certainly the final word on the matter.

The algorithms that enabled these improvements and even the original Schénhage—
Strassen algorithm are fairly intricate and purely of theoretical interest: in practice one
uses the “three primes” algorithm sketched below, which for integers with n < 262 bits has a
“practical complexity” of O(nlogn); this statement is mathematically meaningless but gives
a rough indication of how the running time increases as n varies in this bounded range. But
it is a great relief and convenience to know that the theoretical complexity now matches
the practical complexity, and that we can dispense with the “loglogn” term you will find in
almost any literature that mentions the complexity of integer multiplication prior to 2020.
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3.5.1 Three primes FFT for integer multiplication

As noted above, the details of the Schodnhage and Strassen algorithm and its subsequent
improvements are rather involved. There is a much simpler approach that is used in practice
to multiply integers less than 2262; this includes integers that would require 500 petabytes
(500,000 terabytes) to write down and is more than enough for any practical application
that is likely to arise in the near future. Let us briefly outline this approach.

Write the positive integers a, b < 22" that we wish to multiply in base 264 as a = 3 ;264
and b = > 5;25% with 0 < a;,b; < 2%, and define the polynomials f, = Y a;z’ € Z[z] and
fo = Y bzt € Z[x] as above. Our goal is to compute fup(2%%) = (fofp)(2%4), and we note
that the polynomial f,f, € Z[x] has less than 262/64 = 2°6 coefficients, each of which is
bounded by 276264264 < 2184,

Rather than working over a single ring R we will use three finite fields ), of odd char-
acteristic, where p is one of the primes

pri=T71-22741, py:=75-2T41,  p3:=95.2°7 4+ 1.

Note that if p is any of the primes p1, ps, p3, then IF; is a cyclic group whose order p — 1 is
divisible by 2°7, which implies that [F, contains a primitive 257th root of unity w; indeed,
for p = p1, p2, p3 We can use w = w1, wa, ws, respectively, where wy = 287, ws = 149, w3 = 55.

We can thus use the FF'T Algorithm above with R = F,, to compute f,f; mod p for each
of the primes p € {p1,p2,p3}. This gives us the values of the coefficients of f,f, € Z[z]
modulo three primes whose product pipaps > 2'8? is more than large enough to uniquely
the coefficients via the Chinese Remainder Theorem (CRT); the time to recover the integer
coefficients of f, fp from their values modulo p1, p2, p3 is negligible compared to the time to
apply the FFT algorithm over these three fields. If a and b are significantly smaller, say
a,b < 2244, a “one prime” approach suffices.

3.6 Kronecker substitution

We now note an important converse to the idea of using polynomial multiplication to multi-
ply integers: we can use integer multiplication to multiply polynomials. This is quite useful
in practice, as it allows us take advantage of very fast implementations of FFT—based integer
multiplication that are now widely available. If f is a polynomial in F,[z], we can lift f
to f € Z[z] by representing its coefficients as integers in [0, p — 1]. If we then consider the
integer f(Zm), where m = [21lgp +1g(deg f + 1)], the coefficients of f will appear in the
binary representation of f (2™) separated by blocks of m— [lg p] zeros. If g is a polynomial of
similar degree, we can easily recover the coefficients of h= f g € Z[x] in the integer product
N = f(zm)g(Qm); we then reduce the coefficients of & modulo p to get h = fg. The key is
to make m large enough so that the kth block of m binary digits in N contains the binary
representation of the kth coefficient of h.

This technique is known as Kronecker substitution, and it allows us to multiply two
polynomials of degree d in Fp[z] in time O(M(d(n + logd)), where n = logp. Typically
we have logd = O(n), in which case this simplifies to O(M(dn)) In particular, we can use
Kronecker substitution to multiply elements of F, ~ Fy[z]|/(f) in time O(M(n)), where
n = log q, provided log deg f = O(logp).

Remark 3.32. When logd = O(n), if we make the standard assumption that M(n) grows
super-linearly then using Kronecker substitution is strictly faster (by more than any constant
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factor) than a layered approach that uses the FFT to multiply polynomials and then recur-
sively uses the FFT for the coefficient multiplications; this is because M(dn) = o(M(d) M(n)).

3.7 Euclidean division

Given integers a,b > 0, we wish to compute the unique integers g, > 0 for which
a=bq+r (0 <r<b).

We have ¢ = |a/b| and r = a mod b. It is enough to compute ¢, since we can then compute
r = a — bq. To compute ¢, we determine a sufficiently precise approximation ¢ ~ 1/b and
obtain g by computing ca and rounding down to the nearest integer.

We recall Newton’s method for finding the root of a real-valued function f(z). We
start with an initial approximation xy, and at each step, we refine the approximation z;
by computing the z-coordinate x;1; of the point where the tangent line through (z;, f(x;))
intersects the z-axis, via

o [
Ti1 = X5 — f/(CC)
(2
To compute ¢ ~ 1/b, we apply this to f(z) = 1/x — b, using the Newton iteration
1
f () 7 b 2
:UH_l:.TZ'—fI(xi):l‘i— _% :2:132—be

3

As an example, let us approximate 1/b = 1/123456789. For the sake of illustration we
work in base 10, but in an actual implementation would use base 2, or base 2%, where w is
the word size.

o = 1x1078

r; = 2(1x107%) — (1.2 x 10%)(1 x 1078)?
= 0.80x107®

Ty = 2(0.80 x 107%) — (1.234 x 10%)(0.80 x 107%)?
= 0.8102x 1078

r3 = 2(0.8102 x 107%) — (1.2345678 x 10%)(0.8102 x 10~ %)?
= 0.81000002 x 1075,

Note that we double the precision we are using at each step, and each z; is correct up to an
error in its last decimal place. The value z3 suffices to correctly compute |a/b| for a < 10%.

To analyze the complexity of this approach, let us assume that b has n bits and a has
at most 2n bits; this is precisely the situation we will encounter when we wish to reduce
the product of two integers in [0, p — 1] modulo p. During the Newton iteration to compute
¢ =~ 1/b, the size of the integers involved doubles with each step, and the cost of the arithmetic
operations grows at least linearly. The total cost is thus at most twice the cost of the last
step, which is M(n) + O(n); note that all operations can be performed using integers by
shifting the operands appropriately. Thus we can compute ¢ &~ 1/b in time 2M(n) + O(n).
We can then compute ca ~ a/b, round to the nearest integer, and compute r = a — bq using
at most 4 M(n) + O(n) bit operations.

With a slightly more sophisticated version of this approach it is possible to compute r
in time 3M(n) + O(n), and if we expect to repeatedly perform Euclidean division with the
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same denominator we can further reduce this to 2M(n) + O(n) by precomputing ¢ ~ 1/b.
This approach is exploited by two widely used approaches to modular arithmetic, Barret
reduction (see [4, Alg.10.17]) and Montgomery reduction (see Problem Set 1). Regardless
of the approach taken, we obtain the following bound for multiplication in I, using our
standard representation as integers in [0,p — 1].

Theorem 3.33. The time to multiply two elements of F), is O(M(n)), where n =1gp.

There is an analogous version of this algorithm above for polynomials that uses the exact
same Newton iteration z;41 = 2z; — bz?, where b and the z; are now polynomials. Rather
than working with Laurent polynomials (the polynomial version of approximating a rational
number with a truncated decimal expansion), it is simpler to reverse the polynomials and
work modulo a sufficiently large power of z, doubling the power of x with each Newton
iteration. More precisely, we have the following algorithm, which combines Algorithms 9.3
and 9.5 from [9]. For any polynomial f(z) we write rev f for the polynomial 297 f(1); this
simply reverses the coefficients of f.

Algorithm 3.34 (Fast Euclidean division of polynomials). Given a,b € Fy[z] with b monic,
compute g, € Fp[z]| such that a = gb + r with degr < degb as follows:

1. If dega < degb then return ¢ = 0 and r = a.
2. Let m = dega — degb and k = [lgm + 1].
3. Let f =rev(b) (reverse the coefficients of b).

4. Compute go = 1,9; = (2g;—1 — fg? ;) mod 2% for i from 1 to k.
(this yields fgr = 1 mod z™*1).

5. Set s = rev(a)gr mod 2™ (now rev(b)s = rev(a) mod z™*1).

m—deg s

6. Return ¢ =« rev(s) and r = a — bq.

As in the integer case, the work is dominated by the last iteration in step 4, which involves
multiplying polynomials in Fp[z]. To multiply elements of F, ~ F,[z]/(f) represented as
polynomials of degree less than d = deg f, we compute the product a in F[z] and then reduce
modulo b = f, and the degree of the polynomials involved are all O(d). With Kronecker
substitution, we can reduce these polynomial multiplications to integer multiplications, and
obtain the following result.

Theorem 3.35. Let ¢ = p® be a prime power, and assume that loge = O(logp). The time
to multiply two elements of Fy is O(M(n)) = O(nlogn), where n =1ggq.

Remark 3.36. The constraints on the relative growth rates of p and e in the theorem
above are present only so that we can conveniently use Kronecker substitution to bound
the complexity in terms of the bound M(n) for multiplying integers. In fact we fully expect
that the O(nlogn) bound implied by Theorem 3.35 holds uniformly. This is known under
a widely believed conjecture about the least prime in arithmetic progressions, namely that
the least prime in every arithmetic progression mZ + a with a coprime to m is bounded by
O(m!*€) for any € > 0 (in fact any e < 271162 would do); see [13].

Before leaving the topic of Euclidean division, we should also mention the standard
“schoolbook” algorithm of long division. The classical algorithm works with decimal digits
(base 10), but for the sake of simplicity let us work in base 2; in practice one works in base
2% for some fixed w.
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Algorithm 3.37 (Long division). Given positive integers a = > 1" ;2" and b= Y 1 b;2",
compute g, r € Z such that a = ¢gb + r with 0 < r < b as follows:

1. If b > areturn g =0 and r = b, and if b =1 return ¢ = a and r = 0.

2. Set g+ 0,r + 0, and k < m.

3. While k > 0and r <bset g« 2q, r < 2r +ay, and k < k — 1.

4. If r < b then return ¢ and r.

5. Set g+ g+ 1, r < r — b, and return to Step 3.

The net effect of all the executions of Step 3 is is to add a to ¢b+ r using double-and-add
bit-wise addition. The quantity ¢b + r is initially set to 0 in Step 2 and is unchanged by
Step 5, so when the algorithm terminates in Step 4 we have a = gb+r and 0 < r < b as
desired. If we are only interested in the remainder r we can omit all operations involving q.

For the complexity analysis we can assume that multiplication by 2 is achieved by bit-
shifting and costs O(1) (consider a multi-tape Turing machine, or a bit-addressable RAM).
Step 2 costs O(1), the total cost of Step 3 over all iterations is O(nm), as is the total cost
of Step 5 (note that ¢ is a multiple of 2 at the start of Step 5, so computing g <— ¢ + 1 is
achieved by setting the least significant bit). This yields the following result.

Theorem 3.38. The long division algorithm uses O(mn) bit operations to perform Eu-
clidean division of an m-bit integer by an n-bit integer.

Remark 3.39. For m = O(n) the O(n?) complexity of long division is worse than the
O(M(n)) cost of Euclidean division using Newton iteration. But when m is much larger
than n, say n = O(logm) or n = O(1), long division is a better choice. In particular, for
any fixed prime p (so O(1) bits) we can reduce n-bit integers modulo p in linear time.

3.8 Extended Euclidean algorithm

We recall the Euclidean algorithm for computing the greatest common divisor of positive
integers a and b. For a > b we repeatedly apply

ged(a, b) = ged(b, a mod b),

where we take a mod b to be the unique integer r € [0,b — 1] congruent to a modulo b.
To compute the multiplicative inverse of an integer modulo a prime, we use the extended
Euclidean algorithm, which expresses ged(a, b) as a linear combination

ged(a,b) = as + bt,

with |s| < b/ged(a,b) and |t| < a/ged(a,b). If a is prime, we obtain as + bt = 1, and ¢ is
the inverse of b modulo a. To compute the integers s and t we use the following algorithm.

First, let
a 1 0

and note that Ry = aS1 + b11. We then compute

0 1
Qi = [ 1 —q ] o Ripi =QiRi, Siv1=QiSi, Tiyi = QiTh,
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where g; is the quotient | R; 1/R; 2] obtained via Euclidean division. Note that applying the
linear transformation @Q; to both sides of R; = a5; + bT; ensures R;11 = aS;+1 + bT;41. The
algorithm terminates when the kth step where Ry, 2 becomes zero, at which point we have

n[d]. = a] n=[ 4]

with ged(a,b) = d = sa + tb. As an example, with a = 1009 and b = 789 we have

T q s t
1009 1 0
789 1 0 1
220 3 1 —1
129 1 -3 4
91 1 4 -5
38 2 -7 9
15 2 18 —23
8 1 —43 55

7 1 61 —78

1 7 —104 133

0 789 —1009

From the second-to-last line with s = —104 and ¢ = 133 we see that
1=-104-1009 4 133 - 789,

and therefore 133 is the inverse of 789 modulo 1009 (and —104 = 685 is the inverse of 1009
modulo 789).

It is clear that the r is reduced by a factor of at least 2 every two steps, thus the
total number of iterations is O(n), and each step involves Euclidean division, whose cost is
bounded by O(M(n)). This yields a complexity of O(nM(n)), but a more careful analysis
shows that it is actually O(n?), even if schoolbook multiplication is used (the key point is
that the total size of all the ¢; is O(n) bits).

This can be further improved using the fast Euclidean algorithm, which uses a divide-
and-conquer approach to compute the product QQ = Qi_1 - - - Q1 by splitting the product in
half and recursively computing each half using what is known as a half-ged algorithm. One
can then compute R = QR1, S = QQS1, and T}, = QT7. The details are somewhat involved
(care must be taken when determining how to split the product in a way that balances the
work evenly), but this yields a recursive running time of

T(n) =2T(n/2) + O(M(n)) = O(M(n)logn);
see |9, §11] for details.

Theorem 3.40. Let p be a prime. The time to invert an element of F) is O(M(n)logn),
where n = 1g p.

The extended Euclidean algorithm works in any Fuclidean ring, that is, a ring with a
norm function that allows us to use Euclidean division to write a = ¢gb + r with r of norm
strictly less than b (for any nonzero b). This includes polynomial rings, in which the norm of
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a polynomial is simply its degree. Thus we can compute the inverse of a polynomial modulo
another polynomial, provided the two polynomials are relatively prime.

One issue that arises when working in Euclidean rings other than Z is that there may
be units (invertible elements) other than +1, and the ged is only defined up to a unit.
In the case of the polynomial ring Fy[z], every element of F) is a unit, and with the fast
Euclidean algorithm in F,[z] one typically normalizes the intermediate results by making the
polynomials monic at each step; this involves computing the inverse of the leading coefficient
inF,. If F, =F,[x]/(f) with deg f = d, one can then bound the time to compute an inverse
in F, by O(M(d) log d), operations in F, of which O(d) are inversions; see [9, Thm. 11.10(i)].
This gives a bit complexity of

O(M(d) M(log p) log d + d M(log p) loglog p),
but with Kronecker substitution we can sharpen this to
O(M(d(log p + logd)) log d + d M(log p) log log p).

We will typically assume that either logd = O(log p) (large characteristic) or logp = O(1)
(small characteristic); in both cases we can simplify this bound to O(M(n)logn), where
n = lgq = dlgp is the number of bits in ¢, the same result we obtained for the case where
q = p is prime.

Theorem 3.41. Let ¢ = p® be a prime power and assume loge = O(logp). The time to
invert an element of F is O(M(n)logn) = O(n log?n), where n = lgq.

Remark 3.42. As with Theorem 3.35, the assumption loge = O(log p) can be removed if
one assumes the least prime in every arithmetic progression mZ + a with a coprime to m is
bounded by O(m!*€) for any € > 0.

3.9 Exponentiation (scalar multiplication)
Let a be a positive integer. In a multiplicative group, the computation

a

9 =999
—

a

is known as exponentiation. In an additive group, this is equivalent to

ag=g+g+---+g
———

a

and is called scalar multiplication. The same algorithms are used in both cases, and most
of these algorithms were first developed in a multiplicative setting (the multiplicative group
of a finite field) and are called exponentiation algorithms. It is actually more convenient to
describe the algorithms using additive notation (fewer superscripts), so we will do so.

The oldest and most commonly used exponentiation algorithm is the “double-and-add"
method, also known as left-to-right binary exponentiation. Given an element P of an additive
group and a positive integer a with binary representation a = Y 2'a;, we compute the scalar
multiple Q) = aP as follows:
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def DoubleAndAdd (P,a):

a=a.digits(2); n=len(a) # represent a in binary using n bits
O=P; # start 1 bit below the high bit
for 1 in range(n-2,-1,-1): # for i from n-2 down to 0

Q += Q # double

if a[il==1: Q += P # add

return Q

Alternatively, we may use the “add-and-double" method, also known as right-to-left
binary exponentiation.

def AddAndDouble (P,a):

a=a.digits (2); n=len(a) # represent a in binary using n bits
0=0; R=P; # start with the low bit
for 1 in range(n-1):
if a[i]==1: Q += R # add
R += R # double
0 += R # last add

return Q

The number of group operations required is effectively the same for both algorithms. If
we ignore the first addition in the add_and_double algorithm (which could be replaced
by an assignment, since initially @ = 0), both algorithms use precisely

n+wt(a) —2<2n—2=0(n)

group operations, where wt(a) = #{a; : a; = 1} is the Hamming weight of a, the number of
1’s in its binary representation. Up to the constant factor 2, this is asymptotically optimal,
and it implies that exponentiation in a finite field F, has complexity O(n M(n)) with n = 1g g;
this assumes the exponent is less than ¢, but note that we can always reduce the exponent
modulo ¢ — 1, the order of the cyclic group Fy. Provided the bit-size of the exponent
is O(n?), the O(M(n?)) time to reduce the exponent modulo ¢ — 1 will be majorized by the
O(nM(n)) time to perform the exponentiation.

Notwithstanding the fact that the simple double-and-add algorithm is within a factor
of 2 of the best possible, researchers have gone to great lengths to eliminate this factor of 2,
and to take advantage of situations where either the base or the exponent is fixed, and there
are a wide variety of optimizations that are used in practice; see [4, Ch. 9] and [11|. Here
we give just one example, windowed exponentiation, which is able to reduce the constant
factor from 2 to an essentially optimal 1 4 o(1).

3.9.1 Fixed-window exponentiation

Let the positive integer s be a window size and write a as
a= ZaiQSi, (0 <a; <2%).

This is equivalent to writing a in base 2°. With fixed-window exponentiation, one first
precomputes multiples dP for each of the “digits" d € [0,2° — 1] that may appear in the
base-2° expansion of a. One then uses a left-to-right approach as in the double-and-add
algorithm, except now we double s times and add the appropriate multiple a; P.

def FixedWindow (P,a,s):
a=a.digits(27s); n=len(a) # write a in base 27s
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R = [0xP,P]

for i in range(2,2”s): R.append(R[-1]+P) # precompute digits
Q = Rl[a[-1]] # copy the top digit
for 1 in range(n-2,-1,-1):

for j in range(0,s): Q += Q # double s times

Q += R[ali]] # add the next digit

return Q

In the algorithm above we precompute multiples of P for every possible digit that might
occur. As an optimization one could examine the base-2° representation of a and only
precompute the multiples of P that are actually needed.

Let n be the number of bits in a and let m = [n/s] be the number of base-2° digits a;.
The precomputation step uses 2° — 2 additions (we get 0P and 1P for free), there are m — 1
additions of multiples of P corresponding to digits a; (when a; = 0 these cost nothing), and
there are a total of (m — 1)s doublings. This yields an upper bound of

2°—24m—1+(m—-1)s=2°+n/s+n
group operations. If we choose s = Ign — lglgn, we obtain the bound
n/lgn+n/(lgn —lglgn) + n=n+ O(n/logn),

which is (1 4 o(1))n group operations.

3.9.2 Sliding-window exponentiation

The sliding-window algorithm modifies the fixed-window algorithm by “sliding" over blocks
of Os in the binary representation of a. There is still a window size s, but a is no longer
treated as an integer written in a fixed base 2°. Instead, the algorithm scans the bits of the
exponent from left to right, assembling “digits" of at most s bits with both high and low
bits set: with a sliding window of size 3 the bit-string 110011010101100 could be broken
up as 11]00|11]0/101]0|11|00 with 4 nonzero digits, whereas a fixed window approach would
use 110]011|010|101|100 with 5 nonzero digits. This improves the fixed-window approach
in two ways: first, it is only necessarily to precompute odd digits, and second, depending
on the pattern of bits in a, sliding over the zeros may reduce the number of digits used, as
in the example above. In any case, the sliding-window approach is never worse than the
fixed-window approach, and for s > 2 it is always better.

Example 3.43. Let a = 26284 corresponding to the bit-string 110011010101100 above. To
compute aP using a sliding window approach with s = 3 one would first compute 2P, 3P, 5P
using 3 additions and then

aP =2%.(2%. (2. (2. (3P) + 3P)) + 5P) 4+ 3P)

using 3 additions and 13 doublings, for a total cost of 19 group operations. A fixed window
approach with s = 3 would instead compute 2P,3P,4P,5P,6P using 5 additions and

aP=2%-(2%.(2%-(2%-6P 4 3P) +2P) 4+ 5P) + 4P
using 4 additions and 12 doublings for a total cost of 21 group operations. Note that in

both cases we avoided computing 7P since it was not needed.
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3.10 Root-finding in finite fields

Let f(z) be a polynomial in Fy[x] of degree d. We wish to find a solution to f(x) = 0 that
lies in F,. As an important special case, this will allow us to compute square roots using
f(x) = 22 — a, and, more generally, rth roots.*

The algorithm we give here was originally proposed by Berlekamp for prime fields [2], and
then refined and extended by Rabin [18|, whose presentation we follow here. The algorithm
is probabilistic, and is one of the best examples of how randomness can be exploited in a
number-theoretic setting. As we will see, it is quite efficient, with an expected running time
that is quasi-quadratic in the size of the input. By contrast, no deterministic polynomial-
time algorithm for root-finding is known, not even for computing square roots.’

3.10.1 Randomized algorithms

Probabilistic algorithms are typically classified as one of two types: Monte Carlo or Las
Vegas. Monte Carlo algorithms are randomized algorithms whose output may be incorrect,
depending on random choices that are made, but whose running time is bounded by a
function of its input size, independent of any random choices. The probability of error is
required to be less than 1/2—¢, for some € > 0, and can be made arbitrarily small be running
the algorithm repeatedly and using the output that occurs most often. In contrast, a Las
Vegas algorithm always produces a correct output, but its running time may depend on
random choices; we do require that its expected running time is finite. As a trivial example,
consider an algorithm to compute a + b that first flips a coin repeatedly until it gets a head
and then computes a + b and outputs the result. The running time of this algorithm may
be arbitrarily long, even when computing 1 + 1 = 2, but its expected running time is O(n),
where n is the size of the inputs.

Las Vegas algorithms are generally preferred, particularly in mathematical applications.
Note that any Monte Carlo algorithm whose output can be verified can always be converted
to a Las Vegas algorithm (just run the algorithm repeatedly until you get an answer that is
verifiably correct). The root-finding algorithm we present here is a Las Vegas algorithm.

3.10.2 Using GCDs to find roots

Recall from the previous lecture that we defined the finite field F, to be the splitting field
of 7 — z over its prime field Fp; this definition also applies when ¢ = p is prime (since
xP — x splits completely in Fp), and in every case, the elements of F, are precisely the roots
of 9 — x. The roots of f that lie in IF, are the roots it has in common with the polynomial
x? — x. We thus have

o(e) = ged(f(w),a? = 2) = [[(@ = ).

where the «; range over all the distinct roots of f that lie in F,. If f has no roots in [F, then
g will have degree 0 (in which case g = 1). We have thus reduced our problem to finding a
root of g, where g has distinct roots that are known to lie in F,.

4An entirely different approach to computing rth roots using discrete logarithms is explored in Problem
Set 2. It has better constant factors when the r-power torsion subgroup of Fj is small (which is usually the
case), but is asymptotically slower then the algorithm presented here in the worst case.

SDeterministic polynomial-time bounds for root-finding can be proved in various special cases, including
the computation of square-roots, if one assumes a generalization of the Riemann hypothesis.
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In order to compute g = ged(f, 29 — x) efficiently, we generally do not compute 29 — x
and then take the gcd with f; this would take time exponential in n = log¢.% Instead, we
compute z¢ mod f by exponentiating the polynomial = to the gth power in the ring Fy[x]/(f),
whose elements are uniquely represented by polynomials of degree less than d = deg f. Each
multiplication in this ring involves the computation of a product in F4[z] followed by a
reduction modulo f; note that we do not assume Fy[z]/(f) is a field (indeed for deg f > 1,
if f has a root in Fy then Fylx]/(f) is definitely not a field). This reduction is achieved
using Euclidean division, and can be accomplished using two polynomial multiplications
once an approximation to 1/f has been precomputed, see §3.7, and is within a constant
factor of the time to multiply two polynomials of degree d in any case. The total cost of
each multiplication in F,[z]/(f) is thus O(M(d(n+logd))), assuming that we use Kronecker
substitution to multiply polynomials. The time to compute x? mod f using any of the
exponentiation algorithms described in §3.9 is then O(n M(d(n + logd))).

Once we have computed z? mod f, we subtract  and compute g = ged(f, 29 —x). Using
the fast Euclidean algorithm, this takes O(M(d(n + logd))logd) time. Thus the total time
to compute g is O(M(d(n + logd))(n + logd)); and in the typical case where logd = O(n)
(e.g. d is fixed and only n is growing) this simplifies to O(n M(dn)).

So far we have not used randomness; we have a deterministic algorithm to compute the
polynomial g = (x —ry) -+ (z — 1), where rq,..., 7 are the distinct [Fy-rational roots of f.
We can thus determine the number of distinct roots f has (this is just the degree of g), and
in particular, whether it has any roots, deterministically, but knowledge of g does not imply
knowledge of the roots r1,...,7, when k > 1; for example, if f(z) = 22 — a has a nonzero
square root r € Fy, then g(x) = (x —r)(z +r) = f(x) tells us nothing beyond the fact that
f(x) has a root.

3.11 Randomized GCD splitting

Having computed g, we seek to factor it into two polynomials of lower degree by again
applying a ged, with the goal of eventually obtaining a linear factor, which will yield a root.
Assuming that ¢ is odd (which we do), we may factor the polynomial 27 — x as

2l —x=w(z®-1)(z°+1),

where s = (¢ — 1)/2. Ignoring the root 0 (which we can easily check separately), this
factorization splits F; precisely in half: the roots of z® — 1 are the elements of F; that are
squares in F*, and the roots of 2° +1 are the elements of F* that are not. Recall that F is
a cyclic group of order ¢ — 1, and for a € Fy' we have o® = £1 with o = 1 precisely when
« is a square in IE“;. If we compute

h(z) = ged(g(x), z* — 1),

we obtain a divisor of g whose roots are precisely the roots of g that are squares in F*. If we
suppose that the roots of g are as likely to be squares as not, we should expect the degree
of h to be approximately half the degree of g. And so long as the degree of h is strictly
between 0 and deg g, one of h or g/h is a polynomial of degree at most half the degree of ¢,
whose roots are all roots of our original polynomial f.

5The exception is when d > ¢, but in this case computing ged(f(z), 27 — z) takes O(M(d(n + log d) log d)
time, which turns out to be the same bound that we get for computing ¢ mod f(x) in any case.

18.783 Spring 2021, Lecture #3, Page 23



To make further progress, and to obtain an algorithm that is guaranteed to work no
matter how the roots of g are distributed in IF,, we take a probabilistic approach. Rather
than using the fixed polynomial x° — 1, we consider random polynomials of the form

(Q?+5)S - 1’

where 0 is uniformly distributed over F,,.

We claim that if v and 3 are any two nonzero roots of g, then with probability 1/2, exactly
one of these is a root (z 4 0)® — 1. It follows from this claim that so long as g has at least 2
distinct nonzero roots, the probability that the polynomial h(z) = ged(g(x), (x +§)° +1) is
a proper divisor of g is at least 1/2.

Let us say that two elements «, 8 € I, are of different type if they are both nonzero and
a® # % (in which case o® = +1 and 8° = F1). Our claim is an immediate consequence of
the following theorem from [18].

Theorem 3.44 (Rabin 1980). For every pair of distinct o, B € F, we have

—1
#{0€F,:a+0d and B+ 6 are of different type} = qT
Proof. Consider the map ¢(§) = %—Ig, defined for 6 # —5. We claim that ¢ is a bijection

form the set F, — {—/} to the set F, — {1}. The sets are the same size, so we just need to
show surjectivity. Let v € F;, — {1}, then we wish to find a solution o # —f3 to v = 2t2

B+o "
We have (5 + 0) = o + o which means 0 — yo = 78 — a. This yields o = 15:70‘; we have
v # 1, and 0 # —f, because a # 3. Thus ¢ is surjective.
We now note that (a4 8)°
s (a
Y= Gy
is —1 if and only if « + § and 3 + ¢ are of different type. The elements v = ¢(d) for which
7® = —1 are precisely the non-residues in Fy\{1}, of which there are exactly (¢ —1)/2. O

We now give the algorithm, which assumes that its input f € F,[z] is monic (has leading
coefficient 1). If f is not monic we can make it so by dividing f by its leading coeffi-
cient, which does not change its roots or the complexity of finding them. You can find an
implementation of the algorithm below in this Jupyter notebook.

Algorithm 3.45. Given a monic polynomial f € F,[z], output an element r € F, such that

f(r) =0, or null if no such r exists.
. If f(0) = 0 then return 0.

1
2. Compute g = ged(f, 21 — x).
3. If degg = 0 then return null.
4. While degg > 1:

a. Pick a random ¢ € F,.
b. Compute h = ged(g, (x 4+ §)° — 1).
c. If 0 < degh < degg then replace g by h or g/h, whichever has lower degree.

5. Return r, where g(x) =z — .

It is clear that the output of the algorithm is always correct: either it outputs a root
of f in step 1, proves that f has no roots in F, and outputs null in step 3, or outputs a
root of g that is also a root of f in step 5 (note that whenever g is updated it replaced with
a proper divisor). We now consider its complexity.
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3.11.1 Complexity analysis

It follows from Theorem 3.44 that the polynomial h computed in step 4b is a proper divisor
of g with probability at least 1/2, since g has at least two distinct nonzero roots «, 8 € F,.
Thus the expected number of iterations needed to obtain a proper factor h of g is bounded
by 2, and the expected cost of obtaining such an h is O(M(e(n + loge))(n + loge)), where
n = log q and e = deg g, and this dominates the cost of the division in step 4c.

Each time g is updated in step 4c its degree is reduced by at least a factor of 2. It follows
that the expected total cost of step 4 is within a constant factor of the expected time to
compute the initial value of g = ged(f, 27— ), which is O(M(d(n+logd))(n+logd)), where
d = deg f; this simplifies to O(n M(dn)) in the typical case that logd = O(n), which holds
in all the applications we shall be interested in.

3.11.2 Finding all roots

We modify our algorithm to find all the distinct roots of f, by modifying step 4c to recursively
find the roots of both h and g/h. In this case the amount of work done at each level of
the recursion tree is bounded by O(M(d(n + logd))(n + logd)). Bounding the depth of the
recursion is somewhat more involved, but one can show that with very high probability the
degrees of h and g/h are approximately equal and that the expected depth of the recursion
is O(logd). Thus we can find all the distinct roots of f in

O(M(d(n + logd))(n + logd)logd) (2)

expected time. When logd = O(n) this simplifies to O(n M(dn) logd).

Once we know the distinct roots of f we can determine their multiplicity by repeated
division, but this is not the most efficient approach. By taking GCDs with derivatives one can
first compute the squarefree factorization of f, which for a monic nonconstant polynomial f
is defined as the unique sequence g1, ..., gm € Fq[z] of monic squarefree coprime polynomials
with ¢, # 1 such that

f=09 - gn.

When the degree of f is less than the characteristic p of Fy, this can be done directly via
Yun’s algorithm [21]; see Exercise 14.30 in [9] for the necessary modifications to handle
deg f > p, which simply involves taking pth roots of known pth powers at suitable points
and does not change the complexity.

Algorithm 3.46. Given a monic polynomial f € F,[z] with deg f < char(F,), compute
squarefree coprime polynomials g1, ..., gm € Fy[z] with g,,, # 1 such that f = g1g3--- g™.
1. Compute u = ged(f, f), v1 = f/u, w1 = f'/u, and set i = 1.
2. Compute g; = ged(vy, wy — v))
3. While v; # g;:

a. Compute v;41 with v;/g; and w1 = (w; — v})/gi.

b. Increment ¢ and compute g; = ged(vs, w; — v})

4. Set m = ¢ and return g1,..., gm.

The key fact that Yun’s algorithm exploits is that if g € F,[z] is irreducible then g?|f
if and only if g| ged(f, f/). This is true because Fy, is a perfect field, (by Theorem 3.22): if
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f = gh then f" = ¢’h + gh' is divisible by g if and only if ¢’h is divisible by g, which occurs
if and only if g|h (in which case g?|f), since ¢’ # 0 for any irreducible g in a perfect field.

Yun’s algorithm begins with v = ged(f, /) = f/(g1- - gm) = gog3--- g7 *, which
yields v = g1+ gn and w1 = >, jgjv1/g;, since f' = uzgnzl jgjv1/gj. One can show by
induction that we always have

m

vi=gi-gm and  wi=Y (j—i+1)gjvi/g;,

Jj=i
which implies ged (v, wi —v}) = g, since w; —v; = 37", 1 ( —14)gjvi/ g;; see [9, Thm. 14.23].

Yun’s algorithm uses O(M(d)logd) ring operations in F,, which is O(M(n) M(d) log d)
bit operations and strictly dominated by the complexity bound (2) for finding the distinct
roots of f. The cost of finding the distinct roots of each g; separately is no greater than the
cost of finding the distinct roots of f, since the complexity of root-finding is superlinear in
the degree, and with this approach we know a priori the multiplicity of each root of f.

It follows that we can determine all the roots of f and their multiplicities, with the
same time complexity as finding the distinct roots of f (with the same leading constant, the
extra time to determine the multiplicities is not only asymptotically negligible, when f is
not squarefree it is actually faster to compute the squarefree factorization first).

3.12 Computing a complete factorization

Factoring a polynomial f € F,[z] into irreducibles can effectively be reduced to finding roots
of f in extensions of IF,. Linear factors of f correspond to the roots of f in F,, irreducible
quadratic factors of f correspond to roots of f that lie in Fp2 but do not lie in FFg; recall
from Corollary 3.10 that every quadratic polynomial [F,[z] splits completely in F 2[z]. More
generally, each irreducible degree d-factor g of f is the minimal polynomial of a root « of f
that lies in F ¢ but none of its proper subfields; note that if a is a root of f € Fy[z], then so
are all of its Galois conjugates, and these are precisely the roots of its minimal polynomial.

One can thus compute the complete factorization of f by applying the root-finding
algorithm of the previous section over extensions of F,. But note that this involves picking
random § € Fy» and performing polynomial arithmetic in Fyn[z]. As observed by Cantor
and Zassenhaus shortly after Rabin’s probabilistic root-finding algorithm appeared, rather
than using random linear polynomials « 4+ ¢ € Fyn[z], it is better to use random degree n
polynomials in Fy[z], and one can show that this works just as well.

To state this more precisely, let us first note that by computing the squarefree factor-
ization of f and successively computing geds with 2% — 2 we can deterministically compute
a factorization of f into squarefree polynomials each of which is a product of irreducible
polynomials of the same known degree; this is called the distinct-degree factorization of f.
It then only remains to consider the case where f is a product of distinct irreducible polyno-
mials fq,..., fr of degree j. If r = 1 then f is irreducible and we are done, so let us assume
r > 1. By the Chinese Remainder Theorem (CRT) we have a ring isomorphism

Fola] | Folz] Fyla]

) () (fr)

that sends A mod f to (h mod fi,...,hmod f,). We can represent F,[z]/(f) as the set of
all polynomials u € F,[z] of degree strictly less than deg f = rj. If we pick u uniformly at
random, the polynomials u mod f; will also be uniformly random, and independent, by the

-
quj
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CRT (because the f; are coprime). In other words, picking u at random amounts to picking
an element (uq,...,u,) of ng at random. Moreover, if we pick a random u coprime to f we
get a random (uq,...,u,) € (F;j)’".

Now let s = (¢/ — 1)/2. The ring isomorphism u ~— (u1,...,u,;) € F; sends u®
to (uj,...,us) € {0,£1}", and if we restrict to w that are coprime to f we will have
(uf,...,uf) € {£1}" and ged(f,u® — 1) will be non-trivial whenever we have u{ = 1 for at
least one but not all of the u;. Exactly half the elements of ]F;j are roots of % — 1 and half
are not, so this probability is

1—-27"—27"=1-2"">1/2.

We thus have at least a fifty-fifty chance of splitting f with each random wu coprime to f.
We now give the complete Cantor-Zassenhaus algorithm, as described in [9, §14]; you can
find a basic implementation of the algorithm below in this Jupyter notebook.

Algorithm 3.47. Given a monic polynomial f € F4[z], compute its irreducible factorization
as follows:

1. Compute the squarefree factorization of f = g1g3 - - - g™ using Yun’s algorithm.

2. By successively computing g;; = ged(gi, 29 — ) and replacing g; with g;/g;; for
J=1,2,3,....degg;, factor each g; into polynomials g;; that are each (possibly trivial)
products of distinct irreducible polynomials of degree j; note that once j > (degg;)/2
we know g; must be irreducible and can immediately determine all the remaining g;;.

3. Factor each nontrivial g;; into irreducible polynomials g;;. of degree j as follows: while
deggi; > j generate random polynomials v € Fy[z] with degu < degg;; until either
h = ged(gij,u) or h = gcd(gij,u(qj_l)/2 — 1) properly divides g;;, then recursively
factor h and g;j/h (note that j|degh and j| deg(gi;/h)).

4. Output each g;j; with multiplicity .

In step 3, for j > 1 one computes h; := 27 mod gij via hj = h?-fl mod ¢;;. The expected
cost of computing the g;; for a given g; of degree d is then bounded by

O(M(d(n + logd))d(n + logd)),

which simplifies to O(dn M(dn)) when logd = O(n) and is in any case quasi-quadratic in
both d and n. The cost of factoring a particular g;; satisfies the same bound with d replaced
by j; the fact that this bound is superlinear and degg; = Zj deg g;; implies that the cost
of factoring all the g;; for a particular g; is bounded by the cost of computing them, and
superlinearity also implies that simply putting d = deg f gives us a bound on the cost of
computing the g;; for all the g;, and this bound also dominates the O(M(d)(log d) M(n))
complexity of step 1.

Notice that the first three steps of Algorithm 3.47, which compute the squarefree and
distinct degree factorizations of f without making any random choices, yield a deterministic
algorithm for computing the factorization pattern of f (the degrees and multiplicities of its
irreducible factors), and in particular, can function as an irreducibility test.

There are faster algorithms for polynomial factorization that use linear algebra in FFy;
see [9, 14.8]. These are of interest primarily when the degree d is large relative to n = logg.
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The asymptotically fastest algorithm due to Kedlaya and Umans [17] uses recursive modular
composition to obtain an expected running time of

O(d1.5+o(1)n1+0(1) + dl-l—o(l),,?/?—i—o(l))7

but this algorithm is primarily of theoretical interest.

There are also algorithms for d = 2,3,4 that use specialized methods for computing
square-roots and cube-roots and then solve by radicals; these achieve a significant constant
factor improvement for for most values of g, but will be slower in the rare worst case (the
worst-case is slower by a logn/loglogn factor [20], but one can easily detect this and switch
algorithms if the slowdown outweighs the constant factor improvement).

For general purpose factoring of polynomials over finite fields, the Cantor-Zassenhaus
algorithm is the algorithm of choice; it is implemented in virtually every computer algebra
system that supports finite fields.

Remark 3.48. We should emphasize that all provably efficient algorithms known for root-
finding and factoring polynomials over finite fields are probabilistic algorithms (of Las Vegas
type). Even for the simplest non-trivial case, computing square roots, no deterministic
polynomial-time algorithm is known. There are deterministic algorithms that can be shown
to run in polynomial-time under the generalized Riemann hypothesis, but even these have
worst-case running times that are asymptotically worse than the expected running time of
the fastest probabilistic algorithms by at least a linear factor in n = loggq.

3.13 Summary

The table below summarizes the bit-complexity of the various arithmetic operations we have
considered, both in the integer ring Z and in a finite field F, of characteristic p with ¢ = p°,
where we assume loge = O(logp); in both cases n denotes the bit-size elements of the base
ring (so n = logq for Fy), and we recall that M(n) = O(nlogn). As noted in Remarks 3.36
and 3.42, if one is willing to assume a widely believe conjectures about the least prime in
arithmetic progressions, one can replace M(n) with nlogn in the bounds below and remove
the assumption loge = O(log p).

integers 7Z finite field F,
addition/subtraction O(n) O(n)
multiplication M(n) O(M(n))
Euclidean division (reduction) O(M(n)) O(M(n))
extended ged (inversion) O(M(n)logn) O(M(n)logn)
exponentiation O(nM(n))
square-roots (probabilistic) O(nM(n))
root-finding (probabilistic) OM(d(n + logd))(n + logd))
factoring (probabilistic) O(M(d(n + logd))d(n + logd))
irreducibility testing O(M(d(n + logd))d(n + logd))

In the case of root-finding, factorization, and irreducibility testing, d is the degree of the
polynomial, and for probabilistic algorithms these are bounds on the expected running time
of a Las Vegas algorithm. The bound for exponentiation assumes that the bit-length of the
exponent is O(n?). Note that unless d is very large (super-exponential in n) one can ignore
the log d terms in the last three complexity bounds.
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4 Isogenies

In almost every branch of mathematics, when considering a category of mathematical ob-
jects with a particular structure, the maps between objects that preserve this structure
(morphisms) play a crucial role. For groups and rings we have homomorphisms, for vector
spaces we have linear transformations, and for topological spaces we have continuous func-
tions. For elliptic curves (and more generally, abelian varieties), the structure-preserving
maps are called isogenies.!

Remark 4.1. I have included some general background on field extensions and algebraic
sets at the end of these notes (see §4.6 and §4.7) for those who have not seen this material
before (or would just like a refresher).

4.1 Morphisms of projective curves

As abelian varieties, elliptic curves have both an algebraic structure (as an abelian group),
and a geometric structure (as a smooth projective curve). We are all familiar with morphisms
of groups (these are group homomorphisms), but we have not formally defined a morphism
of projective curves. To do so we need to define a few notions from algebraic geometry.
Since algebraic geometry is not a prerequisite for this course, we will take a brief detour to
define the terms we need.

To keep things as simple and concrete as possible, we will focus on plane projective
curves with a few remarks along the way about how to generalize these definitions for those
who are interested (those who are not can safely ignore the remarks). As usual, we use k
to denote a fixed algebraic closure of our base field k that contains any and all algebraic
extensions of k that we may consider (see §4.6 for more on algebraic closures).

Definition 4.2. Let C/k be a plane projective curve f(z,y,z) = 0 with f a nonconstant
homogeneous polynomial in k[z,y, z| that is irreducible in k[z,y, z]. The function field k(C)
is the set of equivalence classes of rational functions g/h such that:
(i) g and h are homogeneous polynomials in k[z,y, z] of the same degree;
(ii) h is not divisible by f, equivalently, h is not an element of the ideal (f);
(iii) g1/h1 and ga/hg are considered equivalent whenever g1ha — goh1 € (f).

If L is any algebraic extension of k (including L = k), the function field L(C) is similarly
defined with g, h € L[z, y, z].

Remark 4.3. The function field k(X) of an irreducible projective variety X/k given by
homogeneous polynomials f1,..., fin € klzo,...,zy] is defined similarly: just replace the
homogeneous ideal (f) with the homogeneous ideal (f1,..., fi) (homogeneous ideal means
an ideal of k[zo, ..., x,]| generated by homogeneous polynomials).

Remark 4.4. Be sure not to confuse the notation k(C) with C(k); the latter denotes the
set of k-rational points on C', not its function field.

!The word isogeny literally means “equal origins". It comes from biology, where the terms isogenous,
isogenic, and isogenetic refer to different tissues derived from the same progenitor cell. The prefix “iso”
means equal and the root “gene” means origin (as in the word genesis).
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We claim that £(C) is a ring under addition and multiplication of rational functions.
To see this, first note that if hi,he ¢ (f) then hiha & (f) because f is irreducible and
klx,y, z] is a unique factorization domain (in particular, (f) is a prime ideal). Thus for any
g1/h1,92/ha € k(C) we have

h h
g1 92 _ gihe+gam € k(C) and g1 g2 9192 k(C).

hi  hy hiha

hi hy  hihy

We can compute the inverse of g/h as h/g except when g € (f), but in this case g/h is
equivalent to 0/1 = 0, since g-1 —0-h = g € (f); thus every nonzero element of k(C) is
invertible, hence the ring k(C) is a field.

Remark 4.5. The field k£(C) contains k as a subfield (take g and h with degree 0), but it is
not an algebraic extension of k, it is transcendental. Indeed, it has transcendence degree 1,
consistent with the fact that C' is a projective variety of dimension 1 (this is one way to
define the dimension of an algebraic variety). See §4.6 for more on transcendental field
extensions.

The fact that g and h have the same degree allows us to meaningfully assign a value to
the function g/h at a projective point P = (z¢ : yo : 20) on C, so long as h(P) # 0, since

(a) we get the same result for any projectively equivalent P = (Azg : Ayp : Azg) with
A € k*, because g and h are homogeneous of the same degree (say d):

g(Az, Ay, A2)  Ng(z,y,2)  g(z,y,2)

h(Az, Ay, Xz) — MNh(z,y,2)  h(z,y,2)

~—

(b) if g1/hy and g2 /ho are equivalent and hy (P), ho(P) # 0, then gy (P)ha(P)—g2(P)h1(P)
is a multiple of f(P) =0, so (g1/h1)(P) = (g2/h2)(P).

Thus assuming the denominators involved are all nonzero, for a € k(C') the value of a(P)
does not depend on how we choose to represent either a or P. If a = g1/h; with hy(P) =0,
it may happen that ¢1/h; is equivalent to some ga/ho with ha(P) # 0. This is a slightly
subtle point. It may not be immediately obvious whether or not such a go/hg exists, since it
depends on equivalence modulo f; in general there may be no canonical way to write g/h in
“lowest terms”, because the ring k[x, y, z]/(f) is typically not a unique factorization domain.

Example 4.6. Suppose C/k is defined by f(x,y,2) = zy? — 23 — 222 = 0, and consider the

point P = (0:0:1) € C(k). We can’t evaluate a = 3xz/y? € k(C) at P as written since
its denominator vanishes at P, but we can use the equivalence relation in k(C') to write

3xz 3x22 322
o= —= pry
y? 3+ 222 x4 22’

and we then see that a(P) = 3.

Definition 4.7. Let C/k be a projective curve with a € k(C). We say that « is defined (or

regular) at a point P € C(k) if o can be represented as g/h for some g, h € k[x,y, z] with
h(P) # 0.
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Remark 4.8. If C is the projective closure of an affine curve f(z,y) = 0, one can equiv-
alently define k(C') as the fraction field of k[z,y]/(f); this ring is known as the coordinate
ring of C, denoted k[C], and it is an integral domain provided that (f) is a prime ideal
(which holds in our setting because we assume f is irreducible). In this case one needs to
homogenize rational functions r(z,y) = g(z,y)/h(z,y) in order to view them as functions
defined on projective space. This is done by introducing powers of z so that the numera-
tor and denominator are homogeneous polynomials of the same degree. The same remark
applies to (irreducible) varieties of higher dimension.

Recall that for any field F' (including F' = k(C)), we use P2(F) to denote the the set of
projective triples (z : y : z), with z,y,z € F not all zero, modulo the equivalence relation
(x:y:z)~Az:Ay:Az) for A € F*.

Definition 4.9. Let C; and C3 be plane projective curves defined over k. A rational map
¢: Cy — Cy is a projective triple (¢ : ¢y : ¢.) € P2(k(C1)), such that for every P € Cy(k)
where ¢, ¢y, ¢, are defined and not all zero, the projective point (@2(P) : ¢y(P) = ¢-(P))

lies in Cy(k). The map ¢ is defined (or regular) at P if there exists A € k(C1)* such that
Az, Ay, MA@ are all defined at P and not all zero at P.

Remark 4.10. This definition generalizes to projective varieties in P" in the obvious way.

We should note that a rational map is not simply a function from Cj (k) to Ca(k) defined
by rational functions, for two reasons. First, it might not be defined everywhere (although
for smooth projective curves this does not happen, by Theorem 4.15 below). Second, it is
required to map Cj(k) to Ca(k), which does not automatically hold for every rational map
the carries C1(k) to Ca(k); indeed, in general C;(k) could be the empty set (if C; is an

elliptic curve then C7(k) is nonempty, but it could contain just a single point).

Remark 4.11. This is a general feature of classical algebraic geometry. In order for the
definitions to work properly, one must consider the situation over an algebraic closure.
An alternative and much more general approach is to use schemes, but this requires more
material than we have time to develop in this course (take 18.725/6 to learn about schemes).

It is important to remember that a rational map ¢ = (¢, : ¢y : ¢.) is defined only up
to scalar equivalence by functions in k(C)*. There may be points P € C;(k) where one of
¢2(P), ¢y(P), ¢.(P) is not defined or all three are zero, but it may still possible to evaluate
¢(P) after rescaling by A € k(C)*; we will see an example of this shortly.

The value of ¢(P) is unchanged if we clear denominators in (¢, : ¢y : ¢,) by multiplying
through by an appropriate homogeneous polynomial (note: this is not the same as rescaling
by an element of A € k(C)*). This yields a triple (¢, : ¥y : 1) of homogeneous polynomials
of equal degree that we view as a representing any of the three equivalent rational maps

(Va /2 2 by /thz 1 1), (Vu/ty + 1292 /1y), (12 Py /e 2 P2 /Va),

all of which are equivalent to ¢. We then have ¢(P) = (¢5(P) : ¢y (P) : ¢,(P) whenever any
of Yy, 1y, 1, is nonzero at P. Of course it can still happen that v, y,1. all vanish at P,
in which case we might need to look for an equivalent tuple of homogeneous polynomials
that represents ¢. The tuples (¢ : ¥y, : ¢,) and (3, : 4y, : Y)) represent the same rational
map whenever the polynomials 1,1y, — 31, and .9, — 1, and Yyl — 4, all lie in
the ideal (f1) defining C.
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This defines an equivalence relation on set of triples (¢ : 9y : 1,) of nonzero homoge-
neous polynomials of the same degree that satisfy fa(1, %y, ¥2) € (f1), where (f2) is the
ideal defining C5. Each equivalence class corresponds to a rational map C; — Cy and every
rational map has a corresponding equivalence class.

Remark 4.12. This set of equivalence classes of tuples defining rational maps ¢: Vj — V5
of projective varieties also generalizes: replace (f1) with the homogeneous ideal I; defining
V1 and require fa(1)) € I for every generator fo of the homogeneous ideal I defining V5.

This leads to the following equivalent definition of a rational map.

Definition 4.13. Let C; and Cs be plane projective curves over k defined by f1(z,y,z) =0
and fa(z,y,z) = 0, respectively. A rational map ¢: C; — Cq is an equivalence class of
triples (15 : 1y : 1.) of homogeneous polynomials in k[z,y, z] of the same degree, not all of
which lie in (f1), such that fo(tpz, %y, v.) € (f1). Triples (¢u : tby 1 9b.) and (¢, : 4y, : L)
are equivalent whenever 1,1y, — 1,1, and ¥, — 1, and Yy, — Py, all lie in (f1).

The rational map ¢ is defined at P € Cy(k) if any of 1, (P), ¢y (P), 1. (P) is nonzero, in

which case (¢5(P) : y(P) : ¢, (P) € Ca(k)).
The equivalence of Definitions 4.9 and 4.13 follows from Corollary 4.52 (see §4.7).
Definition 4.14. A rational map that is defined everywhere is called a morphism.

For elliptic curves, distinguishing rational maps from morphisms is unnecessary; every
rational map between elliptic curves is a morphism. More generally, we have the following.

Theorem 4.15. If C1 is a smooth projective curve then every rational map from Cq to a
projective curve Cy is a morphism.

The proof of this theorem is straight-forward (see [6, I1.2.1]), but requires a bit of com-
mutative algebra that is outside the scope of this course.?

Remark 4.16. Theorem 4.15 is specific to smooth curves; it is not true more generally.

Two projective curves C7 and Cy are isomorphic if they are related by an invertible
morphism ¢; this means that there is a morphism ¢! such that ¢! o¢ and ¢ o ¢! are the

identity maps on Cj(k) and Cy(k), respectively. An isomorphism ¢: C7 — Cy is necessarily

a morphism that defines a bijection from C;(k) from Ch(k), but the converse is not true,
in general, because the inverse map of sets from Cy(k) to C1(k) might not be a morphism
(because it can’t be defined by rational functions); we will see an example of this shortly.

Before leaving the topic of morphisms of curves, we note one more useful fact.
Theorem 4.17. A morphism of projective curves is either surjective or constant.

This theorem is a consequence of the fact that projective varieties are complete (or
proper), which implies that the image of a morphism of projective varieties is itself a projec-
tive variety. This is a standard result that is proved in most introductory algebraic geometry
textbooks, see |2, I1.4.9], for example. In the case of projective curves the image of a mor-
phism ¢: C7 — Cy of curves either has dimension 1, in which case ¢ is surjective (our
curves are irreducible, by definition, and therefore cannot properly contain another curve),
or dimension 0, in which case the image is a single point and ¢ is constant.

2The key point is that the coordinate ring of a smooth curve is a Dedekind domain. Thus its localization
at every point P is a DVR, and after choosing a uniformizer we can rescale any rational map ¢ by a suitable A
(which will typically vary with P) so that all the components of ¢ have non-negative valuation at P and at
least one has valuation zero and is therefore nonvanishing at P.
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4.2 Isogenies of elliptic curves

We can now define the structure-preserving maps between elliptic curves that will play a
key role in this course.

Definition 4.18. An isogeny ¢: Ey — Ey of elliptic curves defined over k is a surjective

morphism of curves that induces a group homomorphism E; (k) — Ea(k). The elliptic curves
Fh and Es are then said to be isogenous.

Remark 4.19. Unless otherwise stated, we assume that the isogeny ¢ is itself defined
over k (meaning that it can be represented by a rational map whose coefficients lie in k). In
general, if L/k is an algebraic extension, we say that two elliptic curves defined over k are
“isogenous over L” if they are related by an isogeny that is defined over L. Strictly speaking,
in this situation we are really referring to the “base change” of the elliptic curves to L (same
equations, different field of definition), but we won’t be pedantic about this.

This definition is stronger than is actually necessary, for three reasons. First, any mor-
phism of abelian varieties that preserves the identity element (the distinguished point that
is the zero element of the group) induces a group homomorphism; we won’t bother to prove
this (see [6, Theorem II1.4.8] for a proof), since for all the isogenies we are interested in
it will be obvious that they are group homomorphisms. Second, by Theorem 4.17, any
non-constant morphism of curves is surjective, and third, by Theorem 4.15, a rational map
whose domain is a smooth projective curve is automatically a morphism. This leads to the
following equivalent definition which is commonly used.

Definition 4.20. An isogeny ¢: E1 — Fs of elliptic curves defined over k is a non-constant
rational map that sends the distinguished point of E; to the distinguished point of FEs.

Warning 4.21. Under our definitions the zero morphism, which maps every point on Ej
to the zero point of F», is not an isogeny. This follows the standard convention for general
abelian varieties which requires isogenies to preserve dimension (so they must be surjective
and have finite kernel). In the case of elliptic curves this convention is not always followed
(notably, Silverman [6, III.4] includes the zero morphism in his definition of an isogeny), but
it simplifies the statement of many theorems and is consistent with the more general usage
you may see in later courses, so we will use it (we will still have occasion to refer to the zero
morphism, we just won’t call it an isogeny).

Definition 4.22. Elliptic curves E; and FEy defined over a field k are isomorphic if there
exist isogenies ¢1: E1 — E5 and ¢9: EFs — FE; whose composition is the identity; the
isogenies ¢1 and ¢o are then isomorphisms.

Definition 4.23. A morphism from an elliptic curve E/k to itself that fixes the distinguished
point is called an endomorphism. An endomorphism that is also an isomorphism is an
automorphism.

Except for the zero morphism, every endomorphism is an isogeny. As we shall see in the
next lecture, the endomorphisms of an elliptic curve have a natural ring structure.

4.3 Examples of isogenies

We now give three examples of isogenies that are endomorphisms of an elliptic curve E/k
defined by a short Weierstrass equation y? = 23 + Az + b (we assume char(k) # 2, 3).
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4.3.1 The negation map

In projective coordinates the map P +— —P is given by

(x:y:z)= (x:—y:2),

which is evidently a rational map. It is defined at every projective point, and in particular,
at every P € E(k), so it is a morphism (as it must be, since it is a rational map defined
on a smooth curve). It fixes 0 = (0 : 1 : 0) and is not constant, thus it is an isogeny. It is
also an endomorphism, since it is a morphism from E to E that fixes 0, and moreover an

isomorphism (it is its own inverse), and therefore an automorphism.

4.3.2 The multiplication-by-2 map

Let E/k be the elliptic curve defined by y? = 23 + Az + B, and let ¢: E — E be defined by
P+ 2P. This is obviously a non-trivial group homomorphism (at least over k), and we will
now show that it is a morphism of projective curves. Recall that the formula for doubling
an affine point P = (x,y) on F is given by the rational functions

(322 + A)? — 8zy?

4qy2 ’
_ 12zy%(32% + A) — (32 + A)® — 8y*
= 5 ,

bu(,y) = m(ﬂfay)Q —2x =

¢y($ay) = m(m,y)(m - qu(l',y)) -y

where m(z,y) := (322 + A)/(2y) is the slope of the tangent line at P. Homogenizing these
and clearing denominators yields the rational map ¢ := (¢ /v, : ¥y /1. : 1), where

Ya(2,y, 2) = 2yz((32” + Az*)? — 8ay’z),
Wy (,y, 2) = 120y?2(322 + A2?) — (322 + A2?)3 — 8yt2?,
Ve(x,y,2) = 8y°2°,

If y = 0 then 322 + A22 # 0 (because y?2 = 23 + Ax2% + Bz? is non-singular), and it follows
that the only point in E(k) where 1, 1,1, simultaneously vanish is the point 0 = (0 : 1 : 0).
As a rational map of smooth projective curves, we know that ¢ is a morphism, hence defined
everywhere, so there must be an alternative representation of ¢ that we can evaluate at the
point 0. Now in fact we know a priori that ¢(0) must be 0, since 2 -0 = 0 but let’s verify
this explicitly.

In projective coordinates the curve equation is f(z,y, z) := y?z — 23 — Azz? — B2% = 0.
We are free to add any multiple of f in k[z,y, 2] of the correct degree (in this case 6) to any
of Yy, 1y, 1, without changing the rational function ¢ they define. Let us replace 1, with

¥y + 18zyz f and 9, with 1, + (27f — 18y>2) f, and remove the common factor z? to obtain
Vu(z,y, 2) = 2y(zy® — 9Bxz® + A%2% — 3A2%2),
y(z,y,2) = yt — 129%2(2Ax + 3Bz) — A32*
+ 27B2(223 + 2Ax2* + B2%) + 9Ax? (322 + 2A42%),
¥.(z,y,2) = 8y°2.
This is another representation of the rational map ¢, and we can use this representation of

¢ to evaluate ¢(0) = (¥(0,1,0) : 14(0,1,0) : 1,(0,1,0)) = (0: 1: 0) = 0, as expected.
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Having seen how messy things can get even with the relatively simple isogeny P — 2P,
in the future we will be happy to omit such verifications and rely on the fact that if we have
a rational map that we know represents an isogeny ¢, then ¢(0) = 0 must hold. For elliptic
curves in Weierstrass form, this means we only have to worry about evaluating isogenies at
affine points, which allows us to simplify the equations by fixing z = 1.

4.3.3 The Frobenius endomorphism

Let [F,, be a finite field of prime order p. The Frobenius automorphism 7: F, — F, is the map
x +— aP. It is easy to check that 7 is a field automorphism: 07 = 0, 17 = 1, (—a)? = —d?,
(a1 = (a?)7L, (ab)? = aPbP, and (a + b)P = > (F)a*bP~ = aP + b2, If f(z1,...,2p) is
any rational function with coefficients in F,, then

flxy,..zp)P = faf, ... ah),

since the coefficients of f are all fixed by 7, which acts trivially on F,,.

Every power n™ of 7 is also an automorphism of Fp; the fixed field of 7™ is the finite
field Fp» with p™ elements. For a finite field F, = F,» the map x +— 27 is called the g-power
Frobenius map, which we may denote by .

Definition 4.24. Let E be an elliptic curve over a finite field F,. The Frobenius endomor-
phism of E is the map mg: (z:y: 2) — (x7:y?: 29).

To see that this defines a morphism from E to E, for any point P = (z,y,2) € E(F,),
if we raise both sides of the curve equation

vz = 2% + Axz® + B2®
to the gth power, we get

(y22)1 = (2 + Azz? + Bz3)4
(y?)?27 = (2)° + A2(2)* + B(27)°,

thus (27 : y? : 29) € E(F,); we have A7 = A and BY = B because A4, B € F,. Note that when
q # p applying the p-power Frobenius yields a point on the elliptic curve y? = 23+ APz + BP,
and unless A, B € ), this won'’t be the same curve as E (or even isomorphic to £, in general).

To see that mg is also a group homomorphism, note that the group law on F is defined
by rational functions whose coefficients lie in [Fy; these coefficients are invariant under the
g-power map, so 7gp(P + Q) = mg(P) + np(Q) for all P,Q € E(F,).

These facts hold regardless of the equation used to define E and the formulas for the
group law, including curves defined by a general Weierstrass equation (which is needed in
characteristic 2 and 3).

Remark 4.25. The Frobenius endomorphism induces a group isomorphism from E(F)
to E(F,), since over the algebraic closure we can take gth roots of coordinates of points,
and doing so still fixes elements of F, (in other words, the inverse of m; in Gal(F,/F,) also
commutes with the group operation). But as an isogeny the Frobenius endomorphism is not
an isomorphism because there is no rational map from F — E that acts as its inverse (why

this is so will become obvious in later lectures).
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4.4 A standard form for isogenies

To facilitate our work with isogenies, it will be convenient to put them in a standard form.
In order to do so we will assume throughout that we are working with elliptic curves of the
form y? = f(x), and when it is convenient we will further assume f(z) = 2% + Az + B
so that our curves are in short Weierstrass form. Implicit in this assumption is that our
elliptic curves are defined over a field k whose characteristic is not 2, and when we assume
f(z) = 23 + Az + B we eliminate some elliptic curves in characteristic 3.

Lemma 4.26. Let Ey: y?> = fi(x) and BEy: y* = fo(x) be elliptic curves over k, and let
a: By — FEs be an isogeny. Then o can be defined by an affine rational map of the form

o= (82 82).

where u, v, s,t € k[x] are polynomials in x with w L v and s L t.

The notation u L v indicates that the polynomials u and v are coprime (ged(u,v) = 1).

Proof. Suppose « is defined by the rational map (ag : ay : ;). Then for any affine point

(x:y:1) € Ei(k) we can write

ar,y) = (T1($7 y),r2(z, y)),

with r1(z,y) := ax(z,y,1)/oz(z,y,1) and ra(x,y) = oy(z,y,1)/a:(z,y,1). By repeatedly
using the curve equation y? = fi(z) for E1 to replace y? with fi(x), we can assume that
both r1 and 7y have degree at most 1 in y. We then have

p1(z) + p2(2)y

rie.y) = p3(x) + pa(z)y’

for some p1,pa, p3, pa € klr]. We now multiply the numerator and denominator of r1(z,y)
by p3(z) — pa(x)y, and use the curve equation for E; to replace the y? in the denominator
with fo(x), putting r1 in the form

1 (x) + ga(x)y

Tl(x?y) = Q3<1')

for some q1, g2, q3 € k[z].
We now use the fact that a is a group homomorphism and must therefore satisfy a(—P) =

—a(P) for any P € Fi(k). Recall that the inverse of an affine point (z,y) on a curve in
short Weierstrass form is (z, —y). Thus a(z, —y) = —a(z,y) and we have

(Tl(.%', _y)7 7“2(1', _y)) = (7“1($, y)? —?”2(.1‘, y))

Thus 71 (z,y) = r1(z, —y), and this implies that g2 is the zero polynomial. After eliminating

any common factors from ¢; and g3, we obtain ry(z,y) = % for some u,v € k[z] withu L v,

as desired. The argument for ro(z,y) is similar, except now we use rao(z, —y) = —ra(z,y) to

show that ¢; must be zero, yielding ra(z,y) = i((gy for some s,t € k[z] with s L t. O]

We shall refer to the expression a(z,y) = ( Zéi;, i((g y) given by Lemma 4.26 as the

standard form of an isogeny a: E; — Ea. The fact that the rational functions u(x)/v(x)
and s(z)/t(x) are in lowest terms implies that the polynomials u,v,s and ¢ are uniquely
determined up to a scalar in k*.
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Lemma 4.27. Let BEy: y? = fi(x) and Ey: y?> = fo(x) be elliptic curves over k and let

alz,y) = (Zgi;, i((gy) be an isogeny from Ep to Ey in standard form. Then v3 divides t?

and t? divides v3 fi. Moreover, v(x) and t(x) have the same set of roots in k.

Proof. Substituting (%, 2y) for (z,y) in the equation for Ey gives ((s/t)y)? = fa(u/v), and
using the equation for Ej to replace y? with fo(x) yields

(s/)° fr = falu/v)

as an identity involving polynomials fi, fa2,s,t,u,v € klz]. If we put w = v3fa(u/v) and
clear denominators we obtain
v3s’f1 = tPw. (1)

Note that w L v implies v L w, since any common factor of v and w must divide u. It
follows that v3|t? and ¢2[v®f;. This implies that v and ¢ have the same roots in k: every
root of v is clearly a root of ¢ (since v3|t?), and every root g of ¢ is a double root of ¢2|v3 f1,
and since f; has no double roots (because Ej is not singular), xg must be a root of v (and
possibly also a root of fi). O]

Corollary 4.28. Let a(z,y) = (zég, ‘z((;c)) y) be an isogeny E1 — FEo in standard form. The

affine points (xo : yo : 1) € E1(k) in the kernel of a are precisely those for which v(xzg) = 0.

Proof. If v(xo) # 0, then t(xg) # 0, and a(zo,yo) = (ZE;E;, i((igg y) is an affine point and

therefore not 0 (the point at infinity), hence not in the kernel of a.
By homogenizing and putting « into projective form, we can write « as

a = (ut : vsy : vt),

where ut, vsy, and vt are now homogeneous polynomials of equal degree (s,t,u,v € klz, z]).
Suppose yo # 0. By the previous lemma, if v(xg,1) = 0, then ¢(zg,1) = 0, and since
v3|t2, the multiplicity of (xo,1) as a root of ¢ is strictly greater than its multiplicity as a
root of v. This implies that, working over k, we can renormalize o by dividing by a suitable
power of x — gz so that a, does not vanish at (zo : yo : 1) but o and «, both do. Then
afxog:yo:1)=(0:1:0)=0, and (x¢ : yo : 1) lies in the kernel of « as claimed.

If o = 0, then g is a root of the cubic f(x) in the equation y? = fi(x) for Ey, and it
is not a double root, since F; is not singular. In this case we renormalize o by multiplying
by yz and then replacing y%z with fi(z, z). Because (g, 1) only has multiplicity 1 as a root
of fi(z,z), its multiplicity as a root of v f; is no greater than its multiplicity as a root of ¢
(here again we use v3|t?), and we can again renormalize o by dividing by a suitable power
of x — x¢z so that o, does not vanish at (zo : yo : 1), but a, and «, do (since they are now
both divisible by yo = 0). Thus (xg : yo : 1) is again in the kernel of . O

The corollary implies that if we have an isogeny a: F1 — F» in standard form, we know
exactly what to do if whenever we get a zero in the denominator when we try to compute
a(P): we must have o(P) = 0. This allows us to avoid in all cases the messy process that
we went through earlier with the multiplication-by-2 map. We also obtain the following.

Corollary 4.29. Let a: By — FE5 be an isogeny of elliptic curves defined over a field k.
The kernel of o is a finite subgroup of E1 (k)
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This corollary is true in general, but we will prove it under the assumption that we can
put the isogeny « in our standard form (so char(k) # 2).

Proof. If we put « in standard form (%, $y) then the polynomial v(x) has at most degv

distinct roots in k, each of which can occur as the z-coordinate of at most two points on the
elliptic curve Fj. O

Remark 4.30. Note that this corollary would not be true if we included the zero morphism
in our definition of an isogeny.

One can also use the standard form of an isogeny a: Fy — Fs to show that « is surjective
as a map from E;(k) to Ea(k); see [7, Thm. 2.22].> But we already know that this applies
to any non-constant morphism of curves (and even included surjectivity in our original
definition of an isogeny), so we won’t bother to prove this.

4.5 Degree and separability

We now define two important invariants of an isogeny that can be easily determined when
it is in standard form.

Definition 4.31. Let a(x,y) = (Zg)), ‘z((jg y) be an isogeny in standard form. The degree of
a is deg a := max{degu,degv}, and we say that « is separable if the derivative of % is
nonzero; otherwise we say that « is inseparable.

As noted earlier, the polynomials u, v, s,t are uniquely determined up to a scalar factor, so
the degree and separability of « are intrinsic properties that do not depend on its represen-
tation as a rational map.

Remark 4.32. The degree and separability of an isogeny can defined in a way that is more
obviously intrinsic using function fields. If a: E; — Ej is an isogeny of elliptic curves
defined over k then it induces an injection of function fields

o k(Ey) — k(Eq)

that sends f to f o« (notice the direction of this map; the categorical equivalence between
smooth projective curves and their function fields is contravariant). The degree of « is then
the degree of k(FE7) as an extension of the subfield a*(k(E>)); this degree is finite because
both are finite extensions of a purely transcendental extension of k. The isogeny « is then
said to be separable if this field extension is separable (and is inseparable otherwise). This
approach has the virtue of generality, but it is not as easy to apply explicitly. Our definition
is equivalent, but we won’t prove this.

Let us now return to the three examples that we saw earlier.

e The standard form of the negation map is a(z,y) = (x, —y). It is separable and has
degree 1.

e The standard form of the multiplication-by-2 isogeny on y? = 23 + Az + B is

(2,1) 2t —2A22— 8Bx+ A% 2545A2*+20Bx® —5A222—4ABx— A3 —8B2
alz,y) = .
Y 423+ Az + B) 8(z3 + Ax + B)? Y

It is separable and has degree 4.

3The theorem in [7] assumes that « is an endomorphism but the proof works for any isogeny.

18.783 Spring 2021, Lecture #4, Page 10



e The standard form of the Frobenius endomorphism of E: y?> = f(z) over F, is
ma(.y) = (2, f(2)7/2y)

We have used the curve equation to replace y? with f(z)@~1/2y; note that ¢ is odd
because we are not in characteristic 2. The Frobenius endomorphism is inseparable,
because (27) = qzd~! = 0 in F, (since ¢ is a multiple of the characteristic p), and it
has degree q.

4.6 Field extensions

Most of the material in this section can be found in any standard introductory algebra text,
such as [1, 3|. We will occasionally need results in slightly greater generality than you may
have seen before, and here we may reference [4, 5].

We start in the general setting of an arbitrary field extension L/k with no restrictions
on k or L. The fields k and L necessarily have the same prime field (the subfield of k
generated by the multiplicative identity), and therefore the same characteristic. The degree
of the extension L/k, denoted [L: k|, is the dimension of L as a k-vector space; this is a
cardinal number, which need not be finite. If we have a tower of fields k C L C M, then

[M: k] =[M: L|[L: k],

where the RHS is a product of cardinals.* When [L : k] is finite we say that L/k is a finite
extenston.

An element « € L is said to be algebraic over k if it is the root of a polynomial in k[x],
and otherwise it is transcendental over k. The extension L/k is algebraic if every element
of L is algebraic over k, and otherwise it is transcendental. If M/L and L/k are both
algebraic extensions, so is M/k. A necessary and sufficient condition for L/k to be algebraic
is that L be equal to the union of all finite extensions of k contained in L; in particular,
every finite extension is algebraic.

The subset of L consisting of the elements that are algebraic over k forms a field called
the algebraic closure of k in L. A field k is algebraically closed if every every non-constant
polynomial in k[x] has a root in k; equivalently, k£ has no non-trivial algebraic extensions.
For every field k there exists an extension k/k with k algebraically closed; such a k is called
an algebraic closure of k, and all such k are isomorphic (but this isomorphism is not unique
in general). Any algebraic extension L/k can be embedded into any algebraic closure of k,
since every algebraic closure of L is also an algebraic closure of k.

Remark 4.33. When working with algebraic extensions of k it is convenient to view them
all as subfields of a some fixed algebraic closure k (there is in general no canonical choice).
The key point is that we can always (not necessarily uniquely) embed any algebraic extension
of L/k in our chosen k, and if we have another extension M/L, our embedding of L into k
can always be extended to an embedding of M into k.

A set S C L is said to be algebraically independent (over k) if for every finite subset
{s1,...,8n} of S and every nonzero polynomial f € k[x1,...,xz,] we have

f(sla"'vsn)#o'

4Recall that a cardinal number is an equivalence class of equipotent sets (sets that can be put in bijection).
The product of n; = #5S51 and na = #5552 is n1ne = #(S1 X S2) and the sum is the cardinality of the disjoint
union: n1 + n2 = #(S1 U S2). But we shall be primarily interested in finite cardinals (natural numbers).
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Note that this means the empty set is algebraically independent (just as the empty set is
linearly independent in any vector space). An algebraically independent set S C L for which
L/k(S) is algebraic is called a transcendence basis for the extension L/k.

Theorem 4.34. Every transcendence basis for L/k has the same cardinality.

Proof. We will only prove this in the case that L/k has a finite transcendence basis (which
includes all extensions of interest to us); see [4, Theorem 7.9] for the general case. Let
S = {s1,...,5m} be a smallest transcendence basis and let T' = {¢1,...,t,} be any other
transcendence basis, with n > m. The set {t1,s1,..., S} must then algebraically depen-
dent, since t; € L is algebraic over k(S), and since ¢; is transcendental over k, some s;, say $1,
must be algebraic over k(t1, S2,...,Smn). It follows that L is algebraic over k(t1,s2,...,Sm),
and the set 77 = {t1,$2,...,5n} must be algebraically independent, otherwise it would
contain a transcendence basis for L/k smaller than S. So T} is a transcendence basis for
L/k of cardinality m that contains ¢;.

Continuing in this fashion, for ¢ = 2,...,m we can iteratively construct transcendence
bases T; of cardinality m that contain {t1,...,¢;}, until 7,,, C T is a transcendence basis of
cardinality m; but then we must have T;, =T, so n = m. O

Definition 4.35. The transcendence degree of a field extension L/K is the cardinality of
any (hence every) transcendence basis for L/k.

Unlike extension degrees, which multiply in towers, transcendence degrees add in towers:
for any fields k C L C M, the transcendence degree of M/k is the sum (as cardinals) of the
transcendence degrees of M/L and L/k.

We say that the extension L/k is purely transcendental if L = k(S) for some transcen-
dence basis S for L/k. All purely transcendental extensions of k with the same transcendence
degree are isomorphic. Every field extension L/k can be viewed as an algebraic extension
of a purely transcendental extension: if S is a transcendence basis of L/k then L/k(S) is an
algebraic extension of the purely transcendental extension k(.S)/k.

Remark 4.36. It is not the case that every field extension is a purely transcendental
extension of an algebraic extension; indeed, most function fields are counterexamples.

The field extension L/k is said to be simple if L = k(z) for some z € L. A purely
transcendental extension of transcendence degree 1 is obviously simple, but, less trivially, so
is any finite separable extension (see below for the definition of separable); this is known as
the primitive element theorem.

Remark 4.37. The notation k(z) can be slightly confusing. If € L is transcendental
over k then k(z) is isomorphic to the field of rational functions over k, in which case we may
as well regard x as a variable. But if « € L is algebraic over k, then every rational expression
r(z) with nonzero denominator can be simplified to a polynomial in = of degree less than
n = [k(x) : k] by reducing modulo the minimal polynomial f of x (note that we can invert
nonzero denominators modulo f); indeed, this follows from the fact that {1,z,...,2" 1} is
a basis for the n-dimensional k-vector space k(z).

4.6.1 Algebraic extensions

We now assume that L/k is algebraic and fix k so that L € k. The extension L/k is normal
if it satisfies either of the equivalent conditions:
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e every irreducible polynomial in k[x] with a root in L splits completely in L;
e o(L) = L for all 0 € Aut(k/k) (every automorphism of k that fixes k also fixes L).?

Even if L/k is not normal, there is always an algebraic extension M /L for which M/k is
normal. The minimal such extension is called the normal closure of L/k; it exists because
intersections of normal extensions are normal. It is not true in general that if L/k and M/L
are normal extensions then so is M/k, but if kK C L C M is a tower of fields with M/k
normal, then M /L is normal (but L/k need not be).

A polynomial f € k[x] is separable if any of the following equivalent conditions hold:

e the factors of f in k[z] are all distinct;
e f and f’ have no common root in k;

e gcd(f, f') =1 in k[z].
An element o € L is separable over k if any of the following equivalent conditions hold:

e « is a root of a separable polynomial f € k[x];

e the minimal polynomial of « is separable;

e char(k) = 0 or char(k) = p > 0 and the minimal polynomial of « is not of the form
g(aP) for some g € k[z].

The elements of L that are separable over k form a field called the separable closure of k
in L. The separable closure of k in its algebraic closure k is denoted k%P and is simply called
the separable closure of k. If K C L C M then M/k is separable if and only if both M/L
and L/k are separable.

Definition 4.38. A field k is perfect if any of the following equivalent conditions hold:
e char(k) =0 or char(k) =p > 0 and k = {zP : x € k} (k is fixed by Frobenius);
e cvery finite extension of k is separable over k;
e every algebraic extension of k is separable over k.

It is clear from the definition that finite fields and all fields of characteristic 0 are perfect,
which includes most of the fields of interest to us in this course.

Example 4.39. The rational function field k = F(t) is not perfect. If we consider the finite
extension L = k(tl/ P) obtained by adjoining a pth root of ¢ to k, the minimal polynomial of
t1/P is xP — t, which is irreducible over k but not separable (its derivative is 0).

Definition 4.40. An algebraic extension L/k is Galois if it is both normal and separable,
in which case we call Gal(L/k) = Aut(L/k) the Galois group of L/k.

The extension kP /k is always normal: if an irreducible polynomial f € k[x| has a root
a in k°P, then (up to scalars) f is the minimal polynomial of « over k, hence separable
over k, so all its roots lie in £°P. Thus k*P /k is a Galois extension and its Galois group

G, = Gal(k* /k)

is the absolute Galois group of k (we could also define G}, as Aut(k/k), since the restriction
map from Aut(k/k) to Gal(kP/k) is an isomorphism).

®Some authors write Gal(L/k) for Aut(L/k), others only use Gal(L/k) when L/k is known to be Galois;
we will use the later convention.
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The splitting field of a polynomial f € k[z] is the extension of k obtained by adjoining
all the roots of f (which lie in k). Every splitting field is normal, and every finite normal
extension of k is the splitting field of some polynomial over k; when k is a perfect field we
can go further and say that L/k is a finite Galois extension if and only if it is the splitting
field of some polynomial over k.

For finite Galois extensions M/k we always have #Gal(M/k) = [M : k|, and the fun-
damental theorem of Galois theory gives an inclusion-reversing bijection between subgroups
H C Gal(M/k) and intermediate fields k C L C M in which L = M and H = Gal(M/L)
(note that M /L is necessarily Galois). Beware that none of the statements in this paragraph
necessarily apply to infinite Galois extensions; modifications are required.%

4.7 Algebraic sets

Let k be a perfect field and fix an algebraic closure k.

Definition 4.41. The n-dimensional affine space A™ = A} over k is the set
A" = {(x1,...,2,) € K"},

equivalently, A™ is the vector space k™ regarded as a set. When k is clear from context we
may just write A™. If k£ C L C k, the set of L-rational points (or just L-points) in A" is

AML) = {(z1,...,2n) € L™} = A"R)CL,

where A" (k)% denotes the set of points in A™(k) fixed by G, := Gal(L**?/L). In particular,
A" (k) = A" (k)Cr.

Definition 4.42. If S is a set of polynomials in k[z1,...,z,], the set of points
Zg={PeA": f(P)=0forall f e S},
is called an (affine) algebraic set. If k C L C k, the set of L-rational points in Zg is
Zs(L) =ZsNA"(L).
When S is a singleton {f} we may write Z; in place of Zyy.

Note that if I is the A-ideal generated by S, then Z; = Zg, since f(P) = g(P) =0
implies (f + ¢)(P) = 0 and f(P) = 0 implies (fg)(P) = 0. Thus we can always replace S
by the ideal (S) that it generates, or by any set of generators for (S).

Example 4.43. We have Zj = Zg) = A" and Zyy = Z(;) = 0.
For any S, T C A we have
SCT = ZrcC Zg,

but the converse need not hold, even if S and T are ideals: consider T' = (x1) and S = (z}).
We now recall the notion of a noetherian ring and the Hilbert basis theorem.

6See Section 26.3 in the 18.785 Lecture notes for more details on infinite Galois extensions.

18.783 Spring 2021, Lecture #4, Page 14


https://ocw.mit.edu/courses/mathematics/18-785-number-theory-i-fall-2017/lecture-notes/MIT18_785F17_lec26.pdf

Definition 4.44. A commutative ring R is noetherian if every R-ideal is finitely generated.”
Equivalently, every infinite ascending chain of R-ideals

LCLC---
eventually stabilizes, that is, 1,41 = I,, for all sufficiently large n.
Theorem 4.45 (Hilbert basis theorem). If R is a noetherian ring, then so is R[x].
Proof. See |1, Theorem 14.6.7] or |3, Theorem 8.32]. O

Note that we can apply the Hilbert basis theorem repeatedly: if R is noetherian then
so is R[z1], and so is (R[z1])[x2] = R[x1,22], ..., and so is R[z1,...,x,]. Like every field,
k is a noetherian ring (it has just two ideals, so it certainly satisfies the ascending chain
condition). Thus A = k[z1,...,2,] is noetherian, so every A-ideal is finitely generated. It
follows that every algebraic set can be written in the form Zg with S finite.

Definition 4.46. For an algebraic set Z C A", the ideal of Z is the set
I(Z) ={f € k[x1,...,2n) : f(P) =0 for all P € Z}.

The set I(Z) is clearly an ideal, since it is closed under addition and under multiplication
by elements of k[x1,...,z,], and we note that

Y CZ = I(Z)CI(Y)

and
I(Yuz)=1Y)nI(Z)

(both statements are immediate from the definition).
We have Z = Zp(z) for every algebraic set Z, but it is not true that I =1 (Zy) for every
ideal I. As a counterexample, consider I = (f?) for some polynomial f € A. In this case

I(Z2) = (f) # ().
In order to avoid this situation, we want to restrict our attention to radical ideals.
Definition 4.47. Let R be a commutative ring. For any R-ideal I we define
VI ={z e R:z" eI for some integer r > 0},
and say that I is a radical ideal if I = /T.
Lemma 4.48. For any ideal I in a commutative ring R, the set /T is an ideal.

Proof. Let x € /T with 2" € I. For any y € R we have y"2" = (xy)" € I, so 2y € V1. If
y € VI with y° € I, then every term in the sum

({L‘ + y)T+5 — Z (T —Zi_ S> xiyr—i-s—i
7

is a multiple of either " € I or y* € I, hence lies in I, so (z+%)"** € I and (z+y) € VI. O

"The term “noetherian” refers to the German mathematician Emmy Noether.

18.783 Spring 2021, Lecture #4, Page 15



Theorem 4.49 (Hilbert’s Nullstellensatz). For every ideal I C klxy, ..., 2,] we have
I(Z) = V1.
Proof. See |4, Theorem 7.1]. O

Nullstellensatz literally means “zero locus theorem”. Theorem 4.49 is the strong form of
the Nullstellensatz; it implies the weak Nullstellensatz.

Theorem 4.50 (weak Nullstellensatz). For any ideal I C klx1,...,2y,], the variety Z; is
nonempty.

Proof. Suppose [ is an ideal for which Zy is the empty set. Then I(Z) = (1), and by the
strong Nullstellensatz, /T = (1). But then 1" =1 € I, so I = k[zy,...,z,]. O

Note the importance of working over the algebraic closure k. It is easy to find proper
ideals I for which Z7(k) = () when k is not algebraically closed; consider Z(,2,2,1)(Q) in
A2, A useful corollary of the weak Nullstellensatz is the following.

Corollary 4.51. The mazimal ideals of the ring k[x1,...,z,] are all of the form

mPZ(IL’l—Pl,...,IIZn—Pn)

for some point P = (Py, ..., P,) in A™(k).

Proof. The evaluation map that sends f € k[x1,...,2,] to f(P) € k is a surjective ring
homomorphism with kernel mp. Thus k[x1,...,7,]/mp ~ k is a field, hence mp is a
maximal ideal. If m is any maximal ideal in k[x1, ..., 2,], then it is a proper ideal, and by
the weak Nullstellensatz the algebraic set Z,, is nonempty and contains a point P € A™. So
I(Z,,) € mp, but m C I(Z,,) € mp is maximal, so m = mp. O

We also have the following corollary of Hilbert’s Nullstellensatz.

Corollary 4.52. There is a one-to-one inclusion-reversing correspondence between radical

ideals I C k[z1,...,x,] and algebraic sets Z C A™(k) in which [ = I(Z) and Z = Z;.
Remark 4.53. It is hard to overstate the importance of Corollary 4.52; it is the basic fact
that underlies nearly all of algebraic geometry. It tells us that the study of algebraic sets
(geometric objects) is the same thing as the study of radical ideals (algebraic objects). It
also suggests ways in which we might generalize our notion of an algebraic set: there is no
reason to restrict ourselves to radical ideals in the ring k[z1,...,x,], there are many other
rings we might consider. This approach eventually leads to the more general notion of a
scheme, which is the fundamental object in modern algebraic geometry.

Definition 4.54. A algebraic set is irreducible if it is nonempty and not the union of two
smaller algebraic sets.

Theorem 4.55. An algebraic set is irreducible if and only if its ideal is prime.

Proof. (=) Let Y be an irreducible algebraic set and suppose fg € I(Y) for some f,g € A.
We will show that either f € I(Y) or g € I(Y) (and therefore I(Y") is prime).

Yngg:ZfUZg
=Y NZy)u (Y NZ),
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and since Y is irreducible we must have either Y = (Y NZy) =Zyor Y = (Y N Z,) = Z,),
hence either f € I(Y) or g € I(Y'). Therefore I(Y) is a prime ideal.

(<) Now suppose I(Y') is prime and that ¥ = Y; UY>. We will show that either Y =Y;
or Y = Y;. This will show that Y is irreducible, since ¥ must be nonempty (I(Y) # A
because I(Y') is prime). We have

IY)=1I"1UYs) =I(Y1)NI(Ys) 2 I(Y1)I(Y3),

and therefore I(Y') divides/contains either I(Y7) or I(Y2), since I(Y) is a prime ideal, but
it is also contained in both I(Y7) and I(Y2), so either I(Y) = I(Y1) or I(Y) = I(Y3). Thus
either Y = Y] or Y = Y5, since algebraic sets with the same ideal must be equal. O
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5 Isogeny kernels and division polynomials

In this lecture we continue our study of isogenies of elliptic curves. Recall that an isogeny
is a surjective morphism that is also a group homomorphism, equivalently, a non-constant
rational map that fixes the identity. In the previous lecture we showed that every nonzero
isogeny a: E; — Ej between elliptic curves of the form y? = f(x) can be written in the

standard affine form (@) s(x)
ot = (35 563%):

where w L v and s L ¢ are pairs of relatively prime polynomials in k[z]." For any affine
point (z9,y0) € E1(k), we have a(xq,yo) = 0 if and only if v(zg) = 0 (equivalently, if and
only if ¢(xg) = 0; see Lemma 4.27 and Corollary 4.28). This follows from the fact that ker o
is a subgroup, so if P = (zg,y0) € ker o then so is —P = (x9, —yo), and this accounts for

every point in F(k) with z-coordinate z¢. It follows that

1

ker o« = {(xo,y0) € E1(k): v(zg) =0} U {0}

is determined by the polynomial v(z) (here 0 := (0:1:0) is the point at infinity).

When « is the multiplication-by-n map P — nP = P 4 --- + P (which is an isogeny
because it is a group homomorphism defined by a non-constant rational map), the kernel of
« is the n-torsion subgroup

E[n] ={P € E(k) : nP =0}.

Torsion subgroups play a key role in the theory of elliptic curves. In particular, when
k = F, is a finite field, the finite abelian group E(F,) is completely determined by its
intersection with the n-torsion subgroups F[n]. Understanding the structure of E[n] will
allow us to understand the structure of E(F,;), and will also turn out to be the key to
efficiently computing #E(F,).

5.1 Kernels of isogenies

Recall that the degree of an isogeny « in standard form is defined to be max{degu, degv},
and « is separable whenever (%)/ # 0. We are going to prove that for separable isogenies,
the order of its kernel is equal to its degree. But we will first dispose of the inseparable
case by showing that every isogeny can be decomposed into the composition of a separable

isogeny and a power of the p-power Frobenius morphism (which has trivial kernel).
Lemma 5.1. Let u and v be relatively prime polynomials in k[z].

/
(%) =0 <= U=v=0 <<= u=f(2") andv = g(aP),

where f and g are polynomials in k[z] and p is the characteristic of k (which may be zero).

!The assumption that E; and s are defined by equations of the form y? = f(z) implies we are not in
characteristic 2. Most of the results we will prove can easily be extended to curves in general Weierstrass
form and thus apply to all elliptic curves. When this is true we will state our theorems generally, but in our
proofs we will restrict to elliptic curves y* = f(z).
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Proof. Suppose (%), = UIUU;Q“/“ = 0. Then
/ /
u'v = v'u.

The polynomials u and v have no common roots in k, therefore every root of w in k must
also be a root of u/, with at least the same multiplicity. But degu’ < degwu, so this is
possible only if 4/ = 0, and by the same argument we must also have v" = 0. Conversely, if
u' = v' = 0 then v/v = v'u. This proves the first equivalence.

Now let u(z) = 3, ana™. If /(x) = Y na,z" ! = 0, then na,, = 0 for every n, which
means that n must be a multiple of p for every nonzero a,, (if p = 0 this means v’ = 0). In
this case we can write u as

u(@) =) apm(a?)" = f(a?),
where f =Y apna™. Similarly, if v'(z) = 0 then v(z) = g(aP) for some g € k[z]. Con-
versely, if u(z) = f(2P) then u/(x) = pzP~1 f'(2P) = 0, and similarly for v(z). O
Corollary 5.2. Quver a field of characteristic zero, every isogeny is separable.

We now show that every inseparable isogeny arises as the composition of a separable
isogeny with some power of the p-power Frobenius map 7: (x,y, z) — (2P, yP, 2P).

Lemma 5.3. Let a: E1 — E3 be an inseparable isogeny of elliptic curves By: y*> = fi(x)
and Ey: y? = fo(x) over a field k of characteristic p > 0, Then o can be written in the form

a = (a(a?), b(z")y")

for some rational functions a,b € k(x).

Proof. Let a(z,y) = (“(m) S(z)) y) be in standard form. It follows from Lemma 5.1 that

v(z) t(x
u@) — o(2P) for some a € k(x , we only need to show that s(m)y can be put in the form
v(x) t(z)

b(aP)yP for some b € k(x). As in the proof of Lemma 4.27, substituting u/v and s/t into
the equation for Ey and using the equation for E; to eliminate y? yields the equality

v3s? f1 = t2w,

where w = v f1(u/v) € k[z] Since « is inseparable, we have u’ = v’ = 0, hence w’ = 0, and
therefore (w/v3)/ = (sQfl/tQ)/ = 0. Thus s(z)%f1(x) = g(2P) and t(z)? = h(aP), for some
polynomials g and h. If zo € k is a root of fi, then zf is a root of g, so (z —zf)) divides g and
(zP — ab) = (x — )P divides g(zP).? The roots of fi are distinct, so fi(z)P divides g(zP)
and g(zP) = g1(aP) f1(x)P for some g1 € k[z].3

We have s(z)%f1(z) = g1(z) f1(z)P, so s(x)? = g1(2P) f1(x)P~!. Now p is odd, so g1(2P) is
a square; indeed, g (2P) = hy(z)? where hy = s/fl(p_l)/2 € k[z]. We have (h3) = 2h1h} =0,
since g(zP)" = 0, which implies h} = 0, since hy cannot be zero (s is not) and p # 2. So
hi(x) = g2(P) for some go € k[z] and s(x)%f1(z) = go(2P)? f1(x)P. We now note that

(s(2)y)? = s(x)” f1(x) = ga(aP)? fr(2)? = (g2(aP)y?)?,

2We are not assuming k is perfect, this argument applies to any k. The key point is that even though k
may contain inseparable elements, the roots of f are separable (because disc f1 # 0).
3Note that fi(z)? is not necessarily equal to fi(«?), but it is a polynomial in 2?.
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where the equivalences are modulo the curve equation for Fq. Therefore

(20,) "= (20 — ey,

where 7(z) = go(x)/h(x). It follows that ig))y = b(zP)yP with b = +r; two rational functions

that agree up to sign at infinitely many k-points can differ only in sign. O

Corollary 5.4. Let o be an isogeny of elliptic curves over a field k of characteristic p > 0.
Then

Q= Qgep O T

for some separable isogeny osep and integer n > 0, where 7 is the p-power Frobenius mor-
phism (z :y: z) — (aP 1 yP : 2P). We then have deg v = p" deg vep-

Proof. This holds in general, but we will only prove it for p > 3. If « is separable then
asep =  and n = 0, so we now assume « is inseparable. By Lemma 5.3 we may write
a = (ri(aP), ra(2zP)yP) for some ri,7y € k(x). Then a = o o w with a; = (r1(x), r2(x)y).
If v is inseparable we apply the same procedure to a; (recursively) and eventually obtain
a = a, o where ay, is a separable isogeny (this process terminates because each step

reduces the degree of o, by a factor of p). We may then take agep = . If atgep = (ZE;; , jg)) )

is in standard form, composing with 7" replaces u(x) by u(z”") and v(x) by v(zP"), and
then deg o = max(p"™ degu, p" deg v) = p" max(degu, deg v) = p" deg asep. O

Remark 5.5. The isogeny ogep does not necessarily have the same domain as a: Ey — FEo,
since the image of 7" is not necessarily F (but 7" will map F; to E; whenever Fj is defined
over Fyn). We also note that when k is a perfect field (including all finite fields), we can
also decompose « as a = 7" 0 Gigep, Where disep is separable and has the same degree as oep
(indeed, owep 1s just sep With each coefficient replaced by its pth power).

Definition 5.6. For an isogeny o = atgep 0" decomposed as in Corollary 5.4, we define the
separable degree deg, o and inseparable degree deg; o of o as

deg, o := deg aep, deg; a = p",

and we always have
deg a = (deg, ) (deg; ).

The inseparable isogeny 7™ has separable degree 1; such isogenies are said to be purely
inseparable. The degree of a purely inseparable isogeny is always a power of p, but the
converse does not hold (as we shall see in the next lecture).

Remark 5.7. Note that isogenies of degree 1 (isomorphisms) are both separable and purely
inseparable. We are primarily interested in purely inseparable isogenies of degree greater
than 1.

We can now prove our first main result.

Theorem 5.8. The order of the kernel of an isogeny is equal to its separable degree.
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Proof. Let o = aigep o . Then # ker o = # ker agep, since the kernel of 7 (and hence 7™)
is trivial: we can have (zP : y?: 2P) = (0:1:0) if and only if (x : y:2) = (0:1:0). It thus
suffices to consider the case o = oep, Which we now assume.

Let a(x,y) = (Zég, f((g y) be in standard form and pick a point (a,b) in a(E;(k)) with

a,b # 0 and such that a is not equal to the ratio of the leading coefficients of u and v (such

a point (a,b) certainly exists, since a(E (k) is infinite). We now consider the set

S(a,b) = {(z0,y0) € E1(k) : a(0,y0) = (a,b)}
of points in the pre-image of (a,b). Since « is a group homomorphism, #S(a,b) = # ker a.
If (zo,y0) € S(a,b) then
u(x
(z0) _ . S(HSO)yO
v(o) t(xo)
We must have t(zg) # 0, since « is defined at (xo,%0), and b # 0 implies s(xg) # 0. It

follows that yg = 2((3;3))13 is uniquely determined by zp. Thus to compute #S5(a,b) it suffices

to count the number of distinct values of xy that occur among the points in S(a,b).

We now let let ¢ = u — av so that a(zo,yo) = (a,b) if and only if g(z¢) = 0. We must
have deg g = deg a, since a is not equal to the ratio of the leading coefficients of u and v
(so the leading terms of u and av do not cancel when we subtract them). The cardinality
of S(a,b) is then equal to the number of distinct roots of g.

Any zg € k is a multiple root of ¢ if and only if g(x¢) = ¢'(xg) = 0, equivalently, if and
only if av(zg) = u(xp) and av'(xo) = u/(z¢). If we multiply opposite sides of these equations
and cancel the a’s we get

u (zo)v(zo) = v/ (w0)u(z0). (1)

Now « is separable, so u'v — v'u # 0 has only a finite number of roots. Since a(Ej(k)) is
infinite and #5(a,b) = # ker « is finite, we may assume that (a,b) was chosen so that (1)
is not satisfied for any (z¢, o) in S(a,b). Then every root xy of g is distinct and we have

#kera = #S(a,b) = degg = deg «,
as desired. O

Corollary 5.9. FEvery purely inseparable isogeny has trivial kernel.

Corollary 5.10. For any composition of isogenies o = 3 o v we have

deg o = (deg 8)(deg ), deg, o = (deg, ()(deg, ), deg; a = (deg; 3)(deg; 7).

Proof. 1t suffices to prove the last two equalities. The fact that v is surjective group homo-
morphism implies

##(ker ar) = #(ker §)#(ker y),

since ker v is the preimage of ker 8 under ~, which is a union of #ker 3 cosets of ker «;
Theorem 5.8 implies deg, o = (deg, 3)(deg,y). Applying Corollary 5.4 to «, 3, yields

a __ b c
Qgep O T —ﬁsepoﬂ' O Ysep O T .

The isogeny 6 = 7o Ysep has the same kernel, hence the same separable degree, as Ysep, and
we can apply Corollary 5.4 to write it as § = dgep © 7®. We then have

a __ be
Qgep O T = ﬂsep o(ssep o7,
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so deg, a = deg,(Bsep0lsep) = (deg, B)(deg, §) = (deg, B)(deg,y). We must have a = bc and
therefore deg; o = (deg; 3)(deg; ), since Bsep © dsep is separable (this follows from the chain
rule, the derivative of a composition of functions with nonzero derivative is nonzero). O

5.2 Isogenies from kernels

We have seen that for each isogeny a: Fy — FEj the kernel of « is a finite subgroup of E; (k).
It is reasonable to ask whether the converse holds, that is, given a finite subgroup G of
E1(k), is there an isogeny a from Ej to some elliptic curve F5 that has G as its kernel?

The answer is yes. Moreover, if we restrict our attention to separable isogenies (which
we should, since if & = agep 0 1™ then the purely inseparable isogeny 7" has trivial kernel),
the isogeny a and the elliptic curve Es are uniquely determined up to isomorphism.

The proof of this theorem relies on some standard facts from algebraic geometry that
are slightly outside the scope of this course (such as the Hurwitz genus formula), but the
theorem is so striking and useful that we will take a moment to sketch the proof. We will

then present explicit formulas for constructing o and Es from G due to Vélu [?].

Theorem 5.11. Let E/k be an elliptic curve and let G be a finite subgroup of E(k). There
exists an elliptic curve E' and a separable isogeny ¢: E — E' with ker ¢ = G. The curve E’
and the isogeny ¢ are defined over a finite extension of k and unique up to isomorphism.

We can be more precise about the field over which the elliptic curve E’ and the isogeny
¢ are defined; it is the minimal extension L/k for which G is invariant under the action of
Gal(k/L) (each field automorphism in Gal(k/k) acts on points P € E(k) via its action on
the coordinates of P); we then say that G is defined over L. To say that G is invariant
under the action of Gal(k/L) means that the image of G under each o € Gal(k/L) is G} it
does not mean that every point in G is necessarily fixed by Gal(k/L), which is a stronger
condition (G may be defined over L even when it contains points that are not).

Proof sketch. Given any smooth projective curve C and a finite group G of automorphisms
of the curve (invertible morphisms from the curve to itself), there is a smooth projective
curve C'/G and a surjective morphism ¢: C' — C/G that maps each G-orbit {¢(P) : 0 € G}
of points P € C(k) to a distinct point in C/G. The curve C/G is called the quotient of
C by G. The standard way to prove this is to use the categorical equivalence of smooth
projective curves and their function fields to derive C'/G and ¢ from the field embedding

K(C) = k(O),

where G* denotes the group of automorphisms ¢*: k(C) — k(C)) induced by the auto-
morphisms 0: C — C in G (so o*(f) = foo), and k(C)Y" is the subfield of k(C) fixed
by G*. The morphism ¢ is separable because k(C)/k(C)%" is separable, and provided that
the group G is defined over k, both ¢ and C'/G are defined over k (if not we can always base
change E to the minimal field over which G is defined).

In our situation the curve C is an elliptic curve, and we can associate to each point
P € E(k) the automorphism 7p: Q — Q + P, the translation-by-P map. Note that 7p is
not an isogeny because it does not fix the point 0 (unless P = 0), but it is a morphism
F — FE, and it has an inverse 7_p, so it is an automorphism. We can thus associate a group
of automorphisms G to any finite subgroup of E(k), consisting of translation-by-P maps 7p
for each P € G, and we obtain a morphism ¢: F +— E/G from FE to its quotient by G.
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It is not immediately clear that the smooth projective curve E/G is actually an elliptic
curve, but this is indeed the case. This follows from the Hurwitz genus formula [?, 11.2.7],
which implies that for any unramified morphism ¢: C; — Cy we must have

(291 — 2) = (deg ¢)(2g2 — 2).

Here g; denotes the genus of C;, and ¢ is unramified if its fibers ¢~(P) C C1(k) have the
same cardinality for every point P € Cy(k).

In our situation ¢: E — E/G is unramified because the G-orbits of E(k) are cosets,
which necessarily all have the same size, and the Hurwitz genus formula then implies that
E /G must have genus 1 (since £ has genus 1), no matter what the degree of ¢ is.* Assuming
G is defined over k, the point ¢(0) will be rational and we can take it as our distinguished
rational point (in any case ¢(0) will be defined over the field of definition of E/G). So E/G
is an elliptic curve, and ¢: E — E/G is a surjective morphism that fixes the identity, hence

an isogeny, and as noted above, it is separable. The kernel of ¢ is the G-orbit of 0 in E(k),
which is precisely the subgroup G of E(k) that we started with.

Moreover, if we have another separable isogeny ¢’: E — E’ with the same kernel G, then
we can view k(E’) as a subfield of k(FE) via the induced embedding ¢*: k(E') — k(E), and
k(E') is then fixed by every automorphism in G, hence a subgroup of k(E)“. Since ¢’ is
separable, we have deg ¢ = [k(E):k(E")] = #G, so k(E’) must be (isomorphic to) the fixed
field k(E)®. Tt follows that there exists an isomorphism ¢: E/G = E’ for which ¢’ = ¢ o ¢;
the curve E/G and the isogeny ¢ are thus unique up to such an isomorphism. O

Corollary 5.12. An isogeny of composite degree can always be decomposed into a sequence
of isogenies of prime degree.

Proof. Let a.: E1 — Es be an isogeny. If we are working in a field of characteristic p > 0,
by writing o as & = aep 0" We can decompose 1 = 7wo---om as a sequence of isogenies of
prime degree p. Thus it suffices to consider the case where « is separable. As a non-trivial
abelian group, G = ker a contains a subgroup H of prime order. By Theorem 5.11, there
exists a separable isogeny ;1 : Fy — FE3 with H as its kernel. Then a1 (G) is a finite subgroup
of E3(k) isomorphic to G/H, and (applying Theorem 5.11 again), there exists a separable
isogeny ag: F3 — E4 with a1(G) as its kernel. The kernel of the composition ag o oy is
G = ker o, so there exists an isomorphism ¢: E4 — F5 such that a« =10 ag 0 aj.

We can now proceed by induction and apply the same decomposition to ¢ o as, which
has smaller degree than a. We eventually obtain a sequence of separable isogenies of prime
degree whose composition is equal to a. O

This is all very nice from an abstract point of view, but it is not immediately useful for
practical applications. We would really like to have an explicit description of the elliptic
curve /G and the isogeny ¢. So let E: y?> = 2% + Az + B be an elliptic curve and let G be

a finite subgroup of E(k). Let Go denote the set of nonzero points in G, all of which are

affine points Q = (z@, yg), and for each point P = (zp,yp) in E(k) that is not in G, let us
define

(P):=|ap+ D (rio—2Q), yp+ > (Wriq—1Q)
QEG 4o QG0

4This is yet another remarkable property of elliptic curves; isogenies ¢: E — E’ are necessarily unramified
and we always get zero on both sides of the Hurwitz genus formula (allowing ¢ to have any degree); this
phenomenon does not occur for curves of any other genus.
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Here xp and yp are variables, xg and yg are fixed elements of k, and z p+q and ypyg are
the affine coordinates of P + (), which we can view as rational functions of zp and yp by
plugging the coordinates of P and @ into the formulas for the group law.

It’s not immediately obvious what the image of this map is, but it is clearly a non-
constant rational map, so it defines a morphism from F to some smooth projective curve E’.
Moreover, we can see that the group law on E induces a group law on E’ that is defined by
rational maps, thus E’ is an abelian variety (of dimension one), hence an elliptic curve. For
any P ¢ G we have ¢(P) = ¢(P + Q) if and only if Q € G, so the kernel of ¢ must be G.

Thus, assuming it is separable, ¢ is the isogeny we are looking for (up to isomorphism).
By using the group law to write xp, g and yp4g as rational functions in terms of xp and yp
(and the coordinates of the points in G, which we regard as constants), we can get explicit
equations for ¢ and determine an equation for its image E’. The details are somewhat
involved (see [?, Thm. 12.16]), so we will just give the formulas. To simplify the expressions
we will assume that the order of G is either 2 or odd; this covers all separable isogenies of
prime degree, and by the corollary above, we can obtain any isogeny by composing separable
isogenies of prime degree and copies of the Frobenius morphism (if necessary).

Theorem 5.13 (Vélu). Let E: y?> = 23 + Az + B be an elliptic curve over k and let xg € k
be a root of 3 + Ax + B. Define t := 3.56(2) + A and w := xot. The rational map

o(z,y) = <x2 — xocc—i-t’ (x — 0)? _ty>

x — xg (x — x0)?

is a separable isogeny from E to E': y?> = 23+ A'z+B’, where A’ :== A—5t and B' := B—Tw.
The kernel of ¢ is the group of order 2 generated by (xo,0).

Proof. 1t is clear that ¢ is a separable isogeny of degree 2 with (xg,0) in its kernel. the only
thing to check is that E’ is its image, which is an easy verification (just plug the formulas
for ¢(z,y) into the equation for E'). O

Remark 5.14. If 2y € k then ¢ and E’ will both be defined over k, but in general they will
be defined over the extension field k(z¢) which contains A" and B’.

Theorem 5.15 (Vélu). Let E: y* = 2® + Az + B be an elliptic curve over k and let G be

a finite subgroup of E(k) of odd order. For each nonzero Q = (zq,yq) in G define
tg = 3x2Q + A, uQ = 2y629, wq = uQ + tQr,

and let

t= 3 to, wi= > wg,  r@) =zt Y <xiQxQ+ e >

_ 2
QG40 QG40 QeG4 (= zq)

The rational map
¢(z,y) = (r(z), r'(2)y)

is a separable isogeny from E to E': y?> = 23+ A'z+B’, where A’ :== A—5t and B' := B—Tw,
with ker ¢ = G.

Proof. This is a special case of [?, Thm. 12.16]. O
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Remark 5.16. The formulas for ¢, w, r(x) sum over all the nonzero points in G' but notice
that they depend only on the z-coordinates zg. Since |G| is odd and Q = (zq,yq) € G
if and only if —Q = (2@, —yg) € G, it suffices to sum over just half the points in G
(representatives of G/{£1}), and double the result. The elliptic curve E’ and ¢ are defined
over any extension L/k where G is defined.

Remark 5.17. Theorem 5.15 implies that (possibly after composing with an isomorphism)
we can put any separable isogeny « of odd degree in the form

o fu oguN [ u dw—2w'u
ar,y) = E’<E) Yy = Eva )
for some relatively prime polynomials v and w in k[z].

5.3 Jacobian coordinates

We now turn to the multiplication-by-n map P — nP, which we will denote by [n]. We want
to write the isogeny [n] in standard form. To do this, it turns out to be more convenient to
work with Jacobian coordinates, which we now define.

Recall that points in standard projective coordinates are nonzero triples (z : y : z)
subject to the equivalence relation

(x:y:2)~(Ax:Ay:Az),
for any A € k™. We will instead work with the equivalence relation
(z:y:2) ~ Nz : Xy A2),

which corresponds to assigning weights 2, 3, 1 to the variables z, y, z, respectively. Projective
coordinates with these weights are called Jacobian coordinates. The homogeneous curve
equation for F in Jacobian coordinates then has the form

y? = 23 + Axz* + B2S,

which makes visible the motivation for giving « weight 2 and y weight 3: the leading terms
for 2 and y do not involve z. In Jacobian coordinates, each point (z : y : z) with z # 0
corresponds to the affine point (z/22,y/23), and the point at infinity is now (1:1:0).

Remark 5.18. As an aside, the general Weierstrass form of an elliptic curve in Jacobian
coordinates is

y2 + a1zyz + agyz3 =23+ a2x2z2 + a43:z4 + GGZG,

which is a weighted homogeneous equation of degree 6. Each a; is the coeflicient of a term
with degree 4 in z. This explains the otherwise mysterious fact that there is no Weierstrass
coefficient as.

5.4 The group law in Jacobian coordinates

We now compute formulas for the elliptic curve group law in Jacobian coordinates, beginning
with addition. Recall that in affine coordinates, to compute the sum P3 = (x3,y3) of two
affine points P; = (z1,y1) and Py = (x2,y2) with P; # +P» we use the formulas

z3=m?— (1 +x2) and y3=m(z; —3) — Y1,
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where m = % is the slope of the line through P; and P,. In Jacobian coordinates we

have P; = (x;/22,y:;/2}) and the formula for the z-coordinate becomes
2 .
(o (n )l s -t
v1/2} — w2/% A 2 (w125 — w227)%27 23
This formula can be snnphﬁed by using y? — a3} = Ax;z} + B2% to get rid of the terms in

the numerator containing y or a:3 This makes the numerator d1v131ble by 2222 allowing us
to cancel this with the Correspondlng factor in the denominator. We have

s =
<3

vy _ (yie8 — @12f) + (320 — 2320) + afwaefsy + wawfeisd — 2y1y22ia

4 (21 — 222722223
 (Azq2f + B29)25 4+ (Awozy + B28)28 + adwo2ial + wiadzizd — 2y1y02i s
N (2123 — w227)*2723

 A(x123 + 3927) 2723 + 2Bziz5 — 2y1y22122
- (2125 — x223)?

For the y-coordinate, using y3 = m(x; — x3) — y1 = m(2z1 + 22) — m3 — y; we have

3
ys _ (y1/zi5 —?/2/23> (2%’1 n 502> B (y1/2’§ —yQ/ZS) N
2 \;/ —x/3) \ i Z x1/27 — x2/%3 2
(175 — y227) (20123 4 w227) (w125 — w227)? — (Y125 — y22?)® — y123 (2125 — wa2)?

(w123 — wo27) 2723

(w123 —a%f)?

where the missing numerator is some complicated polynomial in 1,1, 21, €2, Y2, 22, 4, B.
These formulas look horrible, but the key point is in Jacobian coordinates we now have

23 = T12] — T223, (2)

which is actually a lot simpler than it would have otherwise been; note that the z-coordinate
is the most interesting to us, because it will determine the kernel we are interested in.
The doubling formulas are simpler. In affine coordinates the slope of the tangent line is
= (322 + A)/(2y1). For the z-coordinate we have

T3 (3($1/z%)2 + A) _ g% _ (322 + Az})? — 8z193 _ 7y — 2Ax22} — 8Bx128 + A2}
21/}

22 (2y121)? (2y121)?
and for the y-coordinate we get

v _ <?W%>2+A> 31 <?W%>2+A>3_ u

=
Z3

4 2y1/2} R 2y1/2} 2
 12z93 (30f + Az}) — (3a% + Azf)? — 8yi
a (2y121)?
_al + 5Axtat + 20Batz) — 5A%izY — 4ABw2{° — (A + 8B?)z{?
- (2y121)?
Thus
23 = 2y121. (3)
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5.5 Division polynomials

We now wish to apply our addition formulas to a “generic” point P = (x : y : 1) on the
elliptic curve E defined by y? = 2% + Az + B, and use them to compute 2P, 3P, 4P, ..., nP.
In Jacobian coordinates, the point nP has the form (¢, : wy : ¥y,), where ¢y, wy, and ¥y,
are integer polynomials in z,y, A, B that we reduce modulo the curve equation so that the
degree in y is at most 1. In affine coordinates we then have

nP = (d)g, Zg) . (4)

We will see that ¢,, and 2 do not depend on y, so for fixed A and B they are univariate
polynomials in z, and exactly one of w, and 13 depends on an odd power of 3, so this will
give us [n] in standard form. This Sage notebook computes the polynomials ¢, wy,, ¥y, for
the first several values of n.

Remark 5.19. Another way to think of division polynomials is to view E as an elliptic curve
over k(E). In concrete terms, let F' be the fraction field of the ring k[x,y]/(y*>—2° — Az — B),
and let P be the affine point (z,y) € E(F), which is by construction a point on E of infinite
order. Equation (??) then gives the coordinates of the point nP € E(F).

The polynomial v, is known as the nth division polynomial. So far we have really only
defined the ratios ¢, /12 and w, /93, since we have been working in projective coordinates.
In order to nail down ¢, w, and v, precisely, we make the following recursive definition.
Let ¢)o = 0, and define 1, ¥2, ¥3, 14 via the formulas:

Y1 =1,

Vg = 2y,

V3 = 3z + 642 + 12Bx — A2,

Yy = 4y(a® + 5Ax* + 20Ba® — 5A%2% — 4ABx — A3 — 8B?).

These are exactly the same polynomials computed in the Sage worksheet linked to above (up
to a sign). We then define the division polynomials 1), for integers n > 4 via the recurrences

3 3
¢2n+1 = ¢n+2¢n - ¢n—1¢n+17

Wom = ;ywn(wwwi_l — na¥?),

where we reduce the result modulo the curve equation so that 1), is at most linear in y. It is
not difficult to show that ¢ (Yn2¥02_| — n_2tp2, ) is always divisible by 2y, so that iy,
is in fact a polynomial; see Lemma 7?7 below. If we define ¢_,, := —1),,, one can check that
these recurrences hold for all integers n.

We then define ¢,, and w,, via

On = xlﬁﬁ — Uni1¥n-1,

1
W, 1= @(@/}mwi_l — P2 ).

These equations hold for all integers n, and one finds that ¢, = ¢_, and w, = w_,. As
above, we reduce ¢, and w, modulo the curve equation to make them at most linear in y.
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Lemma 5.20. For every integer n,

o Z|x, A, B] n odd
Uy, lies in
2yZ[x, A, B| n even,
¢n lies in  Z[z, A, B| for all n,
o Z|x, A, B] n even
wp, lies in
yZ[z, A, B] n odd.
Proof. These are easy inductions; see |?, Lemmas 3.3 and 3.4]. O

It follows from the lemma that, after replacing y? with 2® + Az + B if necessary, 1?2
lies in Z[z, A, B] for all positive n, so we view ¢,, and 12 as polynomials in x, while exactly
one of w, and ¥2 depends on y. In the latter case we can multiply the numerator and
denominator of wy, /92 by y and then replace y? in the denominator with 23 + Az + B so
that wy /v, € yZ(z, A, B). With this understanding, we can view

(G 5em)

as an isogeny in standard form provided that the numerators and denominators are relatively
prime (which we will verify below).

5.6 Multiplication-by-n maps

At this point it is not at all obvious that the polynomials ¢,,, wn,t, defined by our recursive
equations actually satisfy equation (?7) for nP, but this is indeed the case.

Theorem 5.21. Let E/k be an elliptic curve defined by the equation y*> = x>+ Az + B and
let n be a nonzero integer. The rational map

~ (On(@) wa(z,y)
[n](z,y) = <¢%(az)’ qu(x,y))

sends each point P € E(k) to nP.

Proof. We have

[_n](x7y):<¢ (x) w_n<x,y>>:<¢n<x> wn<x,y)>:_(¢n<x> wn<x,y>>7

@ ) = B2 SRy W2(2) B3(.y)

so it suffices to consider positive n. The proof given in [?, Thm. 9.33] uses complex analysis
and the Weierstrass g-function, which we will see later in the course. However, as noted in
[?, Ex. 3.7], one can give a purely algebraic proof by induction, using the formulas for the
group law. This approach has the virtue of being completely elementary and works over any
field, but it is computationally intensive (and really should be done with a computer algebra
system).” Here we will just verify that the formulas for 1, are correct; the verifications for
1y, and w, are similar.

°If k has characteristic 2 or 3 one needs to modify the formulas to use a general Weierstrass equation;
this changes 2, 3,4, and the recurrence for wy, but the recurrences for ¢, and 1, are unaffected. Be
aware that there are a few typos in the formulas given in [?, Ex. 3.7] on page 105 that are corrected in the
errata.
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For 1 < n < 4 the formulas given for ¢, match our computations in Sage using the
group law. To verify the formula for ¢,, when n = 2m+1 > 4 is odd, we let P,,, be the point

(P, Wm, ) in Jacobian coordinates and compute P, + P41 using the group law. The

z-coordinate of the sum is given by the formula z3 = 123 — x22? from (2). Substituting ¢,

for z1, ¥, for z1, ¢ms1 for xo, and Y, for zo yields

¢m¢51+1 - ¢m+1w%w
which we wish to show is equal to ¥o,11. Applying the formulas for ¢, and ¢, 1 gives
¢m¢7%1+1 - ¢m+1¢7%1 = ($'¢31 - 1/)m+11/)m71)¢31+1 - (90%2n+1 - ¢m+2¢m)¢%¢

= YoV, — Ym-10p 11

= Yom+1,

To verify the formula for v,, when n = 2m > 4 is even, we now compute P,, + P,,. The
z-coordinate of the sum is given by the formula z3 = 2y;2; from (3). We then have

2wm¢m;:2-j;@mmﬂw;1—¢mkaw%+n¢m
- ¢2m-

as desired. This completes the verification for 1,. To complete the proof one performs a
similar verification for ¢, and w, using the group law formulas for x5 and y3 in Jacobian
coordinates that we derived earlier. O

To compute the degree of [n]: E — E, we need to know the degrees of the polynomials
én(z) and 12 (), and we need to verify that they are relatively prime.

Lemma 5.22. For every positive integer n the polynomials ¢, and ¥, satisfy

2

¢n(x):33” +oee,

where each ellipsis hides terms of lower degree in x.

Proof. We first prove the formula for 4, by induction on n. By inspection, the formulas hold
for n =1,2,3,4. There are then four cases to consider, depending on the value of n mod 4.
For any polynomial f(z,y) we let 1t, f denote the leading term of f as a polynomial in x.

Case 0: n =0 mod 4. Let n = 2m, with m even. We have

1
Itohom = 1t <2y1/)m(¢m+21/}3@1 - 1/’m21/}$n+1>>

m2—4

1 mi2)2— m-1)2_ me2)2 )2 —

=gy ymaT @mﬂan<@%m—n%”?ﬁ2—Mm—m£?4umufﬁ(@ ?

m2—44m24tam44a—a42m2—am m2—44m2_am44a—4a4+2m24am

:L;n ((m—1)2(m+2)x PR (—2)(mA 1) )
m2—
:%((m—l)Q(m+2)_(m_z)(m+1)2)x4 7=

am2—4 n2_4

=y(2m)x~ 2 =ynx 2
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Case 1: n =1mod 4. Let n = 2m + 1, with m even. We have
ltaﬂ/}2m+l = 1tx (Q;Z)m-‘rngv, - ¢m—1¢§n+1)

(m+2)2—4 m2_— (m—1)2-1 3(m+1)2-3
=lt, <y(m +2)z 2 y?’m?’x3 - (m—1Dz 2 (m+1)>32" 2 >

2 2
m°+4dm+3m“—12
= (m + 2)m325z P

4m2 +4m n<—1

=2m+ 1)z 2 =nz 2

m2 72m+3m2+6m
2

—(m—1)(m+1)3z

Here we used the curve equation to replace y* with 2%, the leading term of (z3 + Az + B)2.
Case 2: n =2 mod 4. Let n = 2m, with m odd. We have

ltxw2m - ltx (i}wm(wm+27/}7%n1 - 1/)m27/f72n+1)>

1 w2 mi)? )2 22 )2
=M ; <(m+2)a:( -1 — (m=2a i (m )2 8>
= gm <(m+2)(m_1)2xm21+(m+2)221+2(m1)28 _(m_2)(m+1)2x7n21+(m2)221+2(7n+1)2~8)

am?2—4

= Zm ((m+2)(m —1)2 = (m = 2)(m +1)?) a2

4m? —4 n?2-4
=y(2m)z~ 7 =ynz 2

Case 3: n =3 mod 4. Let n = 2m + 1, with m odd. We have
Itotomi1 = lta (Ymi2t0l, — Ymo193,41)

(m+2)2-1 3 3m2-3 (m—-1)2-4 3(m+1)2—12

= lt, <(m—{—2)a: e mlz 2 —ym—Dz 2 y(m+1)>3z 2 >

m2 m
= (2m + 1)564 2
n?-1

= nxr 2

Here we have again used the curve equation to replace y* with 5.
Now that we have verified the formulas for 1,,, we need to check ¢,,. There are two cases,
depending on the parity of n. If n is even we have

b2 p, = 1t (331/1721 - wn+1wn71)

n2— (n+1)2-1 (n—1)2-1
= lt, <a:y2n2:v228 —(n+ Dz 2 (n-— 1)3:2)

and if n is odd we have

o = ltz (292 — PYrp1¥n_1)

(n+1)2—4 (n—1)2—4
=1t, [ 2n22a™ 1 — y(n+ 1)z = y(n— 1)z 2 >

—

:nQ:U”Q —( 2 1)1,712

where we have used the curve equation to replace y? with z3. O
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Corollary 5.23. For all positive integers n, we have $2(z) = n2a™ = + .-, where the

ellipsis denotes terms of degree less than n® — 1.

Lemma 5.24. Let E/k be an elliptic curve defined by y*> = 2 + Az + B. The polynomials
bn(x) and Y2 (x) are relatively prime.

Proof. Suppose not. Let zg € k be a common root of ¢, (z) and 2 (x), and let P = (xg, o)
be a nonzero point in E(k). Then nP = 0, since 12 (zo) = 0, and we also have

¢n(20) = 20Y2(20) — Vnt1 (0, Yo)¥n—1(0, Yo)
0=0- ¢n+1 (.’E(), yO)q/]n—l(:rO? y0)7

so at least one of 1p41(zo,y0) and ¥p,—1(x0,y0) is zero. But then either (n — 1)P = 0 or
(n+ 1)P = 0, and after subtracting nP = 0 we see that either —P = 0 or P = 0, which is
a contradiction. O

Theorem 5.25. Let E/k be an elliptic curve. The multiplication-by-n map [n]: E — E has
degree n®. It is separable if and only if n is not divisible by the characteristic of k.

Proof. From Lemma ??, we have deg ¢, = n? and deg?2 < n — 1, and from Lemma ?? we
know that ¢, L 2. It follows that deg[n] = n?. If n is not divisible by the characteristic of
k, then the leading term n2z™ ~! of ¢/ (x) is nonzero and therefore

!/
¥n(x)
which implies that [n] is separable. If n is divisible by the characteristic of k then the n2gm’
leading term in v?2 vanishes and deg? is less than n? — 1. This implies that the kernel of

[n], which consists of 0 and the affine points (xg, yo) for which ¥, (z¢) = 0, is strictly smaller
than its degree n?, in which case [n] must be inseparable, by Theorem 5.8. O

-1

References

[1] J. H. Silverman, The Arithmetic of Elliptic Curves, Graduate Texts in Mathematics 106,
second edition, Springer 2009.

[2] J. Vélu, Isogénies entre courbe elliptiques, C. R. Acad. Sci. Paris Séries A 273 (1971),
238-241, English translation by Alex Ghitza.

[3] L. C. Washington, FElliptic Curves: Number Theory and Cryptography, second edition,
Chapman and Hall/CRC, 2008.

18.783 Spring 2021, Lecture #5, Page 14


http://link.springer.com/book/10.1007/978-0-387-09494-6
https://aghitza.org/publications/translation-velu/
https://aghitza.org/publications/translation-velu/
https://www.taylorfrancis.com/books/9781420071474

18.783 Elliptic Curves Spring 2021
Lecture #6 03/09/2021

6 Torsion subgroups and endomorphism rings

6.1 The n-torsion subgroup E[n]

Having determined the degree and separability of the multiplication-by-n map [n] in the
previous lecture, we now want to determine the structure of its kernel, the n-torsion subgroup
E[n], as a finite abelian group. Recall that any finite abelian group G can be written as
a direct sum of cyclic groups of prime power order (unique up to ordering). Since #E|n|
always divides deg[n] = n?, to determine the structure of E[n] it suffices to determine the
structure of E[¢¢] for each prime power £¢ dividing n.

Theorem 6.1. Let E/k be an elliptic curve and let p := char(k). For each prime {:

B[] ~ ZJCL S L)L if ¢ # p,
| z/eez or {0} if £ =p.

Proof. We first suppose ¢ # p. The multiplication-by-¢ map [¢] is then separable, and we
may apply Theorem 5.8 to compute #E[(] = # ker[(] = deg[¢] = ¢2. Every nonzero element
of E[¢] has order ¢, so we must have E[{| ~ Z/{Z & Z/{Z. If E[(¢] ~ (P,) & --- @ (P,) with

each P; € E(k) of order ¢¢ > 1, then
Bl ~ (271 P) & @ (¢ LP) ~ (202",

and we must have r = 2; more generally, for any abelian group G the f-rank r of G[¢€]
is the same as the f-rank of G[¢]. It follows that E[¢¢] ~ Z/{°Z & Z/(°Z, since we have
#E[0¢] = # ker[(¢] = deg[¢¢] = £2¢ and E[¢¢] contains no elements of order greater than ¢¢.

We now suppose £ = p. We have deg[l] = deg,[¢] deg;[¢] = ¢* with deg;[(] > 1, so deg,[/]
is either £ or 1, which means that E[¢] must be isomorphic to Z/¢Z or {0}. In the latter case
we clearly have E[¢¢] = {0} and the theorem holds, so we assume E[{] ~ Z/¢Z. The group
E[¢°] must be cyclic (as argued above it has the same f-rank as F[/]), so let E[(¢] = (P})
with Pj of order £°*. The isogeny [{] : E — F is surjective, so £Q = P for some Q € E(k),
and P # 0 implies Q has order £**! and is not an element of (P) = E[(¢]. This is possible
only if e; = e, in which case E[(¢] ~ Z/(°Z as desired. O

The two possibilities for E[p] admitted by the theorem lead to the following definitions.
We do not need this terminology today, but it will be important in the weeks that follow.

Definition 6.2. Let E be an elliptic curve defined over a field of characteristic p > 0. If
E[p] ~ Z/pZ then E is said to be ordinary, and if E[p] ~ {0}, we say that E is supersingular.

Remark 6.3. The term “supersingular” is unrelated to the term “singular” (recall that an
elliptic curve is nonsingular by definition). Supersingular refers to the fact that such elliptic
curves are exceptional.

Corollary 6.4. Let E/k be an elliptic curve. Every finite subgroup of E(k) can be written as
the direct sum of two (possibly trivial) cyclic groups, at most one of which has order divisible
by the characteristic of k. If k = F, is a finite field of characteristic p we have

E(F,) ~ Z/mZ & Z/nZ

for some positive integers m,n with m|n and p t m.
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Proof. Let T be a finite subgroup of F(k). As a finite abelian group, 7" is the direct sum of
its ¢-sylow subgroups Ty, each of which is a subgroup of E[¢¢] for some e, hence a product
of at most two cyclic groups by Theorem 6.1, and we can write Ty ~ Ty 1 @ Ty with T
and Ty o groups of ¢-power order, with T} o is trivial if £ = p. The groups T} = &, Ty and
Ty = @, Tr2 are cyclic, with p{ #15, and T ~ T} & T>. O

Now that we know what the structure of E(F) looks like, our next goal is to bound its
cardinality. In the next lecture we will prove Hasse’s Theorem, which states that

where |t| < 2,/g, but we first need to study the endomorphism ring of E.

6.2 Groups of homomorphisms

For any pair of elliptic curves Fj/k and Ey/k, the set Hom(E7, E2) of homomorphisms from
E; to Es (defined over k) consists of all morphisms of curves F1 — Es that are also group
homomorphisms E (l_c) — EQ(]_f); since a morphism of curves is either surjective or constant,
this is just the set of all isogenies from E7 to E5 plus the zero morphism. For any algebraic
extension L/k, we write Homp (F1, E2) for the homomorphisms from E; to Es that are
defined over L.!

The set Hom(F7, Es) forms an abelian group: for a, 8 € Hom(F1, E2) the sum a + 3 is
defined pointwise via

(a+ B)(P) = a(P) + 5(P),

and the zero morphism from E; to E2 is the identity element of Hom(F1, E2). Because

addition is defined pointwise, if a(P) = S(P) for all P € Ej(k) then o = 8 because o — 3
is the zero morphism; we can thus test equality in Hom(E}, F3) pointwise.

Proposition 6.5. Let Ey, Fs be elliptic curves over a field k. For alln € Z and all o €
Hom(FE1, E2) we have
[n] o = na = a0 [n],

where the map [n] on the LHS is multiplication-by-n on Ea and the map [n] on the RHS is
multiplication-by-n on E.

Proof. For any P € E(k) and o € Hom(E1, Ey) we have
([-1] e a)(P) = —a(P) = a(=P) = (a o [-1])(P),

since « is a group homomorphism, thus the proposition holds for n = —1 (as noted above,
we can check equality of morphisms pointwise). All sides of the equalities are multiplicative
in n, so it suffices to consider the case n > 0, where we have

([l e )(P) = na(P) = a(P) + -+ a(P) = a(P +--- P) = a(nP) = (a0 [n])(P),

since « is a group homomorphism. The proposition follows. O

!Technically speaking, these homomorphisms are defined on the base changes E ., and F>, of F; and
E> to L, so Homp (E1, E») is really shorthand for Hom(E,, , Ea, ).
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Provided « and n are nonzero, both [n] and « are surjective, as is na, thus na # 0; recall
that by Theorem 4.17, every morphism of projective curves is either surjective or constant,
and for elliptic curves (whose morphisms must preserve the distinguished point) the only
constant morphism is the zero map. It follows that Hom(E1, F2) is a torsion free abelian
group (but Hom(E, E2) = {0} is possible).

Composition of homomorphisms distributes with addition: for any § € Hom(FEp, E1),
a, 5 € Hom(E, E2) and v € Hom(E», E3) we have

(a+pB)oy=aoy+ oy and do(a+pf)=doa+dof,
since these identities hold pointwise (because «, /3,7, 0 are group homomorphisms).

Lemma 6.6. Let §: Ey — Fq, o,8: E1 — Es, and v: Es — FE3 be isogenies. Then

doa=00B = a=24p
aoy=poy = a=p.

Proof. Isogenies are surjective, so in particular, -, are not zero morphisms. We have

doa=dof=doa—Jdof=0=do(a—B)=0=>a—-B=0=>a=0
aoy=pfoy=>ao0y—pFy=0=>(a—pF)oy=0=>a—-F=0=a=0.

where the third arrow in both lines follows form the fact that a composition of morphisms
is zero if and only if one of the morphisms in the composition is zero (because nonzero
morphisms are surjective, as is their composition). [l

6.3 The dual isogeny

To further develop our understanding of endomorphism rings (and isogenies in general)
we now introduce the dual isogeny, whose existence is given by the following theorem. In
the proof of the theorem we will appeal repeatedly to Theorem 5.11, which guarantees
the existence of a separable isogeny with any given finite kernel, which is unique up to
isomorphism. This implies that if a: Ey — E5 and o/: By — E3 are separable isogenies
with the same kernel then there is an isomorphism ¢: Ey — E3 such that o/ = toa. We will
also make use of the fact that the kernel of an isogeny a:: Fy — FEs of degree n is necessarily
a subgroup of Ej[n]: by Theorem 5.8, # ker o = deg, « is a divisor of n = dega, so every
P € ker o has order dividing n and is therefore an n-torsion point (satisfies nP = 0).

Theorem 6.7. For any isogeny «: Ey — FEs of elliptic curves over a field k there exists a
unique isogeny &: Ey — Ey for which & o o = [n], where n = deg a.

Proof. Uniqueness is immediate: if a; o & = a9 o o then a1 = g (by the cancellation law
for composition of isogenies), so the equation & o a = [n] uniquely determines &.

To prove existence we proceed by induction on the number of prime factors of n, counted
with multiplicity (recall from Corollary 5.12 that any isogeny can be written as a composition
of isogenies of prime degree). Let p be the characteristic of the field & over which the elliptic
curves Fq and F5 are defined.

If n = 1 has no prime factors then « is separable (other wise we would have p| deg ) and
has trivial kernel, and the same is true of the identity map [1]. It follows from Theorem 5.11
that there is an isomorphism ¢: Fy — Ej such that ¢ o a = [1], and we can take & = «.
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We now suppose n = £ is prime. There are three cases to consider:
Case 1 (¢ # p): In this case o and [{] are both separable and «(FE1[¢]) is a subgroup of
Es(k) of cardinality deg[f]/dega = ¢2/¢ = {. Let o': E5 — E3 be the separable isogeny
with a(FE[f]) as its kernel. The isogenies o o & and [¢] both have kernel E[¢], so there is an
isomorphism ¢: E3 — Ej for which 1o o’ o a = [{], by Theorem 5.11, as shown below.

| By —— E»
N
Es.

We now put & := ¢ 0’ to obtain & o a = [(] as desired.

Case 2 (¢ = p and « separable): If « is separable then its kernel has order dega = p and
we must have ker o = F1[p] ~ Z/pZ, by Theorem 6.1, and deg[p] = p. Now deg[p] = p?, so
by Corollary 5.4 we have [p] = o o for some separable isogeny «': Eip ) E of degree p,

(p) 2

where m: B4y — E)"’ is the p-power Frobenius morphism.” We have 73 0 o = a® oy,

where a®) : Eip ) Eép ) is obtained by replacing each coefficient of « by its pth power, and
ker(aP) o 1) = ker(my 0 o) = ker a = ker [p] = ker(a o 1),

since the Frobenius morphisms 7, and 7y have trivial kernel, and it follows that o®) and o/
(p)

are separable isogenies with the same kernel. There is thus an isomorphism ¢: Ey " — Ey
such that o/ = 1 o a!?) (again by Theorem 5.11), as shown in the diagram below:

W By —%— By

RN

T T
EEP) al?) Eép)

If we now put & = ¢ o o then
ézoa:Lomoa:Loa(p)om:o/om:[p]_

Case 3 (¢ = p and « inseparable): In this case o must be purely inseparable, since its
degree is prime, so o = ¢ o 7 for some separable isogeny ¢ of degree deg, o = 1, which must
be an isomorphism. If E[p] = {0} then [p] is purely inseparable of degree p?, so [p] = ¢’ o 7
for some isomorphism ¢/, and we may take & = ! om o™, If E[p] ~ Z/pZ then [p] = o/ o7
for some separable isogeny o' of degree p and we may take & = o’ o ~!. The two cases are
shown in the diagrams below.

W By —%— Ey W By —%— By

[ w7
} 1

E](_p)

°If By: y? = 2° + A1z + By then E\P) denotes the elliptic curve EP: y? = 2% + APz + BP.
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This completes the base case of our induction. If n is composite then we may decompose
« into a sequence of isogenies of prime degree via Corollary 5.12. It follows that we can
write @ = ay o ag, where ag, as have degrees ni,ne < n with niny = n. Let & = &g 0 a7,
where the existence of &; and ds is given by the inductive hypothesis. Then

Goa=(Ggodr)oa=az0h10a10az = G0 [n1]oay = dz0azo[ni] = [n]o[n] = [n],
where [n1] o ag = ag o [n1] by Proposition 6.5.
P C By —%— By
N
gP) @ )

1 2

Definition 6.8. The isogeny & given by Theorem 6.7 is the dual isogeny of a.

Remark 6.9. One can define the dual isogeny for abelian varieties of any dimension, but
in general if we have an isogeny of abelian varieties a: Ay — Ao then the dual isogeny

is actually an isogeny between the dual abelian varieties Ay and A;. We won't give a
definition of the dual abelian variety here, but the key point is that, in general, abelian
varieties are not isomorphic to their duals. But abelian varieties of dimension one (elliptic
curves) always are. This is yet another remarkable feature of elliptic curves.

As a matter of convenience we extend the notion of a dual isogeny to Hom(E1, E») and
End(E) by defining 0 = 0, and we define deg0 = 0 so that 0 0 0 = [0] as in Theorem 6.7.

Lemma 6.10. For an isogeny o of degree n we have oo & = [n], meaning that & = a. For
any n € Z the endomorphism [n] is self-dual, that is, [n] = [n].

Proof. We have

(dod)oa=ao(doa)=aon]=n|oa,
Isogenies are nonzero, so we may cancel a on the right to obtain a o & = [n]. The last
statement follows from the fact that [n] o [n] = [n?] = [degn]. O

Lemma 6.11. For any «, 8 € Hom(E1, E3) we have oﬂ =a+ B

Proof. We will defer the proof of this lemma — the nicest proof uses the Weil pairing, which
we will see later in the course. O

Lemma 6.12. For any o € Hom(E», E3) and € Hom(E1, Es) we have og/o\ﬁ = fBoa.

Proof. Let m = dega and n := deg 3. Then deg(a o ) = mn, by Corollary 5.10, and
(Bod)o(aof)=fo[mloB=[mlofopB=[m]on]=[mn]=deg(aocp).

The lemma then follows from the definition of (ﬂ. O
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6.4 Endomorphism rings

Definition 6.13. Let E/k be an elliptic curve. The endomorphism ring of E' is the additive
group End(F) := Hom(FE, F) with multiplication given by composition: aff := a o 3.

Warning 6.14. Many authors use End(E) to mean Endj(F) rather than Endy(FE).

To verify that End(FE) is in fact a ring, note that it has a multiplicative identity 1 = [1]

(the identity morphism), and for all «, 8, € End(E) and P € E(k) we have

((a+B)7)(P) = (a+ B)(v(P)) = a(y(P)) + B(v(P)) = (ay + 57)(P)
(Y + B))(P) = v(a(P) + B(P)) = v(a(P)) +v(B(P)) = (ya +18)(P),

where we used the fact that « is a group homomorphism to get the second identity.

For every integer n the multiplication-by-n map [n] lies in End(F), and the map n +— [n]
defines an ring homomorphism Z — End(E), since [0] =0, [1] = 1, [m] + [n] = [m + n] and
[m][n] = [mn]. As noted above, Hom(FE, E) is torsion free, so the homomorphism n — [n] is
injective and may regard Z as a subring of End(FE); we will thus feel free to write n rather
than [n] when it is convenient to do so. Proposition 6.5 implies that Z lies in the center of
End(E), since na = an for all « € End(FE). As we shall see, the ring End(F) need not be
commutative, in general, which makes the elements that lie in its center of interest.

When £ = I, is a finite field, the g-power Frobenius endomorphism 7g also lies in the
center of End(E). This follows from the fact that for any rational function r € Fy(z1,...,zy)
we have r(x1,...,2z,)7 =7(xf,...,2%), and we can apply this to the rational maps defining
any « € End(F). Thus the subring Z[rg| generated by 7 lies in the center of End(E).

Remark 6.15. It can happen that Z[rg] = Z. For example, when E[p] = {0} and ¢ = p?
the multiplication-by-p map [p] is purely inseparable and [p] is necessarily the composition
of m? = 7 with an isomorphism. This isomorphism is typically [+1], in which case 7g € Z.

For any nonzero «, f € End(E), the product o = avo 3 is surjective, since o and 3 are
both surjective; in particular, a3 is not the zero morphism. It follows that End(FE) has no
zero divisors, so the cancellation law holds (on both the left and the right).

We now return to the setting of the endomorphism ring End(FE) of an elliptic curve E/k.

Lemma 6.16. For any endomorphism « we have a + & = 1 + dega — deg(1 — «).

Note that in the statement of this lemma, 1 — & denotes the endomorphism [1] — « and
the integers dega, and deg(l — «) are viewed as elements of End(FE) via the embedding
Z — End(F) defined by n — [n].

Proof. For any a € End(E) (including o = 0) we have
degl—a)=T-a)l-a)=(-a)1-a)=1-a)(1—-a)=1—(a+ &)+ deg(a),
and therefore o + & = 1+ deg v — deg(1 — «). O

A key consequence of the lemma is that a + & is always a multiplication-by-t map for
some integer t € Z.

Definition 6.17. The trace of an endomorphism « is the integer tr o := o + &.
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Note that for any o € End(E) we have tr & = tr o, and deg & = deg «v. This implies that
« and & have the same characteristic polynomial.

Theorem 6.18. Let o be an endomorphism of an elliptic curve. Both « and its dual & are
solutions to
A — (tra)\ + dega = 0.

Proof. o* — (tra)a +dega = a? — (a + &)a + aa = 0, and similarly for 4. O

6.5 Endomorphism restrictions to F[n]

Let E/k be an elliptic curve with char(k) = p (possibly p = 0). For any a € End(FE), we
may consider the restriction «, of « to the n-torsion subgroup FE[n]. Since « is a group
homomorphism, it maps n-torsion points to n-torsion points, so a,, is an endomorphism of
the abelian group E[n].

Provided n is not divisible by p, we have E[n] ~ Z/nZ @ Z/nZ with rank 2, and we
can pick a basis (P;, Py) for E[n] as a (Z/nZ)-module, so that every element of E[n] can
be written uniquely as a (Z/nZ)-linear combination of P; and P, — it suffices to pick any
Py, P, € Eln| that generate E[n] as an abelian group. Having fixed a basis for E[n], we may
represent «,, as a 2 X 2 matrix [‘Cl 3], where a, b, c,d € Z/nZ are determined by

Oz(Pl) =aP; + bP;,
OZ(PQ) =cP +dbP;.

This matrix representation depends on our choice of basis but its conjugacy class does not;
in particular the trace tr oy, and determinant det «, are independent of our choice of basis.

A standard technique for proving that two endomorphisms « and 3 are equal is to prove
that o, = /3, for some sufficiently large n. If n? is larger than the degree of o — 3, then
oy, = By, implies ker(a — B) > deg(a — ), which is impossible unless a — f = 0, in which
case « = 3. To handle situations where we don’t know the degree of & — 3, or don’t even
know exactly what 8 is (maybe we just know f3,,), we need a more refined result.

Lemma 6.19. Let o and B be endomorphisms of an elliptic curve E/k and let m be the
mazimum of deg o and deg 8. Let n > 2\/m + 1 be an integer prime to the characteristic of
k, and also relatively prime to the integers deg a and deg 8. If av, = By, then o = 5.

Proof. We shall make use of the following fact. Let r(x) = u(x)/v(x) be a rational function
in k(z) with v L v and v monic. Suppose that we know the value of r(z;) for N distinct
values x1,...,xy for which v(z;) # 0. Provided that N > 2max{degu,degv} + 1, the
polynomials u,v € [x] can be uniquely determined using Cauchy interpolation; see |1, §5.8|
for an efficient algorithm and a proof of its correctness. In particular, two rational functions
with degrees bounded by N as above that agree on N distinct points must coincide.

Now let a(z,y) = (ggg, ‘zg)) y) be in standard form, with « L v, and v monic. If we
know the value of a(P) at 2deg« + 2 affine points P ¢ ker a with distinct a-coordinates,
then we can uniquely determine u and v. For each x¢ € k at most 2 points P € F(k) have
x-coordinate xg, so it suffices to know «(P) at 4 deg a + 4 affine points not in ker a.

For n > 2y/m + 1 we have n? > 4m + 4/m + 1, and E[n] contains n? — 1 > 4dega + 4
affine points, none of which lie in ker a, since # ker a divides deg o which is coprime to n.

Thus a, uniquely determines the z-coordinate of a(P) for all P € E(k). The same argument
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applies to 3, and 3, hence a(P) = £5(P) for all P € E(k). The kernel of at least one of
a+ B and a — [ is therefore infinite, and it follows that a = +4.

We have n? > 4dega > 4, which implies that a(P) cannot lie in E[2] for all P € E[n]
(since #E[2] = 4). Therefore a(P) # —a(P) for some P € E[n|, and for this P we have
a(P) # —a(P) = —ayn(P) = —pn(P) = —B(P), so a # — and we must have oo = . O

The following theorem provides the key connection between endomorphisms and their
restrictions to E[n].

Theorem 6.20. Let « be an endomorphism of an elliptic curve E/k and let n be a positive
integer prime to the characteristic of k. Then

tra = tra, mod n and deg o = det o, mod n.

Proof. We will just prove the theorem for odd n prime to deg « such that n > 2/dega + 1,
which is more than enough to prove Hasse’s theorem. The general proof relies on properties
of the Weil pairing that we will see later in the course.

We note that the theorem holds for @ = 0, so we assume « # 0. Let n be as above and let
t, = tra mod n and d,, = deg @ mod n. Since o and & both satisfy A2 — (tr a)\ +dega = 0,
both a, and &, must satisfy A\?> — t,\ +d,, = 0. It follows that o, + &, and ay,d, are the
scalar matrices t,I and d,I, respectively. Let o, = [‘Cl 3], and let §,, = deta,,. The fact
that &, = dpl # 0 with d,, prime to n implies that «,, is invertible, and we have

== i e ]

G =dyor - =
" nemn deto,, |—c «a

If we put € := d,,/ det v, and plug the expression for & into «,, + Gy, = t, I we get

a b d —=bl |t, O

R N L
Thusa+ed=t,,b—eb=0,c—ec=0,and d+ea =1t,. Unlessa=dand b=c =0, we
must have € = 1, in which case d,, = det «,, and t,, = a + d = tr a,, as desired.

If a =dand b= c =0 then o, is a scalar matrix. Let m be the unique integer
with absolute value less than n/2 such that a, = m,, where m,, is the restriction of the
multiplication-by-m map to E[n]. We then have degm = m? and n > 2/degm+1. Since we
also have n > 24/deg a+1 we must have @« = m, by Lemma 6.19. But then & = m =m = «a,
so tra = 2m = trml = tr a,, mod n and deg v = m? = det mI = det v, mod n. O
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Lecture #7 03/10/2021

7 Point counting

7.1 Separable and inseparable endomorphisms

Recall that the Frobenius endomorphism mg is inseparable. In order to prove Hasse’s the-
orem we will need to use the fact that wp — 1 is separable. This follows from a much
more general result: adding a separable isogeny to an inseparable isogeny always yields a
separable isogeny. Note that the sum of two separable isogenies need not be separable: in
characteristic p > 0, if we have a + b = p and both a and b prime to p, then [a] and [b] are
both separable but [a] + [b] = [a + b] = [p] is inseparable.

Lemma 7.1. Let o and 8 be isogenies from Ei to Es, with a inseparable. Then o + 3 is
inseparable if and only if B is inseparable.

Proof. If 3 is inseparable then by Corollary 5.4 we can write o = agepon™ and = Beepon™,
where 7 is the p-power Frobenius map and m,n > 0. We then have

-1 —1
a+/8:asepo77m+ﬁsepo77n:(asepoﬂ-m +Bsepo77n )0777

which is inseparable (any composition involving an inseparable isogeny is inseparable because
inseparable degrees multiply). If a+f is inseparable, then so is —(a+/), and a—(a+8) =
is a sum of inseparable isogenies, which we have just shown is inseparable. O

Remark 7.2. Since the composition of an inseparable isogeny with any isogeny is always
inseparable, Lemma 7.1 implies that the inseparable endomorphisms in End(E) form an
ideal (provided we view 0 as inseparable, which we do).

7.2 Hasse’s Theorem

We are now ready to prove Hasse’s theorem.

Theorem 7.3 (Hasse). Let E/F, be an elliptic curve over a finite field. Then
#E([Fg) =q+1-1t,
where t := tr g is the trace of the Frobenius endomorphism wg and |t| < 2,/q.

Proof. Recall that we defined F, as the splitting field of 29 — x over F,,, where p = char(Fy),
thus F, = {a € Fp : a? —a = 0} = {a € F; : a? — a = 0} is precisely the subfield of
F, fixed by the g-power Frobenius automorphism z +— z9. The Frobenius endomorphism
mp: B — E is defined by mg(z:y: 2z) = (x?: y?: 2%), therefore

E(F,) ={P € E(F,) : mg(P) =P} ={P € E(F,) : 7g(P) — P =0} = ker(rp — 1),

where 1 denotes the multiplication-by-1 map [1] € End(E). The Frobenius endomorphism
mg is inseparable and —1 is separable, so by Lemma 7.1 the endomorphism ngp — 1 is
separable, thus the cardinality of its kernel is equal to its degree (by Theorem 5.8). Therefore

—

#E(F,) = #ker(np—1) =deg(ng—1) = (7g — 1)(rg—1) = Agrg+1—(Tp+7E) = ¢+1-t.

It remains only to show that |t| < 2,/q.
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Consider the endomorphism r7g — s for r,s € Z with s # 0. We have
deg(rmg — s) = (rog — s)(rmg — s) = (7pr — 8)(rmg — s) = (7gr — s)(rmg — s)
= fpring — fiprs — srw + 52 = r’igng — rs(fp + 7p) + 5
= rzdegﬂE —rstrog + s2
= r2q —rst + 52,

where we have used Lemmas 6.11 and 6.12, and the fact that Z is in the center of End(FE).
Dividing by s? and noting that deg(r — 7gs) > 0 yields the inequality

q(r/s)®—t(r/s)+1>0,

valid for all rational numbers 7/s. Now Q is dense in R, so we must have gz? —tx +1 >0
for all real numbers z. It follows that the discriminant ¢*> — 4¢ cannot be positive, which

yields the desired bound [¢| < 2,/q. O
Recall that for an odd prime p the Legendre symbol (%) is defined by
1 if y? = a has two solutions mod p
(a) = 0 if y> = a has one solution mod p p = #{a € F,: o’ =a}—1.
p
-1 if y? = a has no solutions mod p

We extend the Legendre symbol to all finite fields F, of odd characteristic by defining

(;) =#{aecF,:a’>=a} —1€{-1,0,1}.
q

Thus 1 + (qu) counts the solutions to y? = a in F,. It follows that if E/F, is given by the
Weierstrass equation y? = 2> + Az + B, then

—gt1+ S <x8+Ax°+B). (1)

Hasse’s Theorem is equivalent to the statement that the sum in (1) has absolute value
at most 2,/q. This is remarkable for a sum with ¢ terms, almost all of which are +1. From a
probabilistic point of view, one might expect that on average an O(,/q) bound should hold,
but Hasse’s theorem guarantees that it always holds.

The bound in Hasse’s theorem is the best possible. Later in the course we will see how
to explicitly construct elliptic curves E/F, with cardinalities matching every integer value
in the Hasse interval

H(g) :==lg+1-2yq, q+1+2/q =[(va— 1) (Vq+1)]

when ¢ is prime, and all but at most two integers when ¢ is not prime.
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7.3 Point counting

We now consider the problem of computing the cardinality of E(F,), which is crucial to
cryptographic applications; as we shall see, it is quite important to know the cardinality of
the group one is working in. The most naive approach one might take would be to evaluate
the curve equation y? = 23 + Az + B for E at every pair (zg,y0) € Fg, count the number
of solutions, and add 1 for the point at infinity. This takes O(q*> M(log q)) time. Note that
the input to this problem is the pair of coefficients A, B € [F,, which each have O(n) bits,
where n = log ¢. Thus in terms of the size of its input, this algorithm takes

O(exp(2n) M(n))

time, which is obviously exponential in n.
A slightly less naive approach is to precompute a table of quadratic residues in [, so
that we can very quickly compute the extended Legendre symbol (E) We can construct

such a table in O(gM(log q)) time, and then compute

<$3+A:1:+B>

#E(F) =q+1+ ) =
q

zely
in O(¢M(logq)) time, yielding a total running time of
O(exp(n) M(n)).

So far we have not taken advantage of Hasse’s theorem which gives us an interval #(q)
of width 4,/g which we know must contain the integer #E(F,) we wish to determine.

7.4 Computing the order of a point

Before giving an algorithm to compute #E(IF,) using Hasse’s theorem, let us first consider
an easier problem: computing the order |P| of a single point P € E(F,). Since the order of
the group E(F,) lies in H(q), we know that #(g) contains at least one integer M for which
MP =0, namely M = #E(F,), and any such M is a multiple of |P|. To find such an M,
we set Mo = [(\/q — 1)2], compute MoP using double-and-add scalar multiplication, and
then generate the sequence of points

MyP, (Mo +1)P, (My+2)P, ..., MP =0,

by adding P repeatedly. Note that M is bounded by My + 4,/q, so 4,/q additions suffice.

We then compute the prime factorization M = pi*---pS» (easy, compared to the time
to find M, we could even use trial division). To compute the exact order of the point P we
use the following generic algorithm.

Algorithm 7.4. Given an element P of an additive group and the prime factorization
M = p{' - pgr of an integer M for which M P = 0, compute the order of P as follows:

1. Let m= M = p{*---ptr.
2. For each prime p;, while p;|m and (m/p;)P = 0, replace m by m/p;.
3. Output m.
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When this procedure is complete we know that mP = 0 and (m/p) # 0 for every prime p
dividing m; this implies that m = |P|. You will analyze the efficiency of this algorithm and
develop several improvements to it in Problem Set 4, but the number of group operations is
clearly polynomial in log M, which is all we need for the moment.

The time to compute | P| is thus dominated by the time to find a multiple of |P| in H(q).
This involves O(,/q) operations in E(F,), yielding a bit complexity of O(,/g M(logq)) or

O(exp(n/2) M(n)),

assuming that we use projective coordinates to avoid field inversions when adding points.

We will shortly see how this can be further improved, but first let us consider how to use
our algorithm for computing |P| to compute #E(F,). If we are lucky (and if ¢ is large we
almost always will be), the first multiple M of | P| that we find in H(gq) will actually be the
only multiple of |P| in #H(g). If this happens, then we must have M = #E(F,). Otherwise,
we might try our luck with a different point P. If we can find a combination of points for
which the least common multiple of their orders has a unique multiple in H(q), then we
can determine the group order. Unfortunately this will not always be possible, but before
addressing that issue, let us consider the question of how long it might take to compute the
least common multiple of the orders of all the points in E(IF,), which is a lot less than one
might expect.

7.5 The group exponent
Definition 7.5. For a finite group G, the ezponent of G, denoted A(G), is defined by

AMG) =lem{|a| : a € G}.

Note that A(G) is a divisor of #G and is divisible by the order of every element of G.
Thus A(G) is the maximal possible order of an element of G, and when G is abelian this
maximum is achieved: there exists an element a € G with order |a| = A(G). To see this,
note that the structure theorem for finite abelian groups allows us to decompose G as

GZ/MZSLInZ - DZL/n,Z,

with n;|n;41 for 1 <i <r. Thus \(G) = n,, and any a = (a1, ..., ;) € G for which «, is
a generator for Z/n,Z will necessarily satisfy |a| = A\(G).

Rather than searching for a single o with maximal order, it is enough to find any set of
elements S C G for which lem{|a| : @« € S} = A(G). If we choose S randomly, how large
does it need to be to have a good chance of determining A\(G)? The answer is surprisingly
small: for |S| = 2 we already have a better than 50/50 chance.

Theorem 7.6. Let G be a finite abelian group with exponent \(G). Let o and 8 be uniformly
distributed random elements of G. Then

Prflem(jal, 15]) = A(@)] > .

Proof. We first reduce to the case that G is cyclic. As noted above, G ~ Z/nZ®---®ZL/n, 7

with n;|n;+1 and A(G) = n,. Let . and [, be the projections of o and 3 to Z/n,Z. Then
lem(|a |, |Br|) = AM(G) certainly implies lem(|a|, |3]) = A(G), thus

Prllem([al, |8]) = AM(G)] = Prllem(az [, [5:]) = MG)],

18.783 Spring 2021, Lecture #7, Page 4



and in the worst case G is cyclic and this inequality is an equality, which we now assume.
So let G = () and let pi* - - - p* be the prime factorization of |y| = A(G) = #G. Then
a = a7y, with 0 < a < ||, and unless a is divisible by p;, which occurs with probability 1/p;,
the order of a will be divisible by p;* (and similarly for §). The two probabilities for o and
3 are independent, thus with probability 1 —1/p? at least one of a and 3 has order divisible
by p;i. Call this event E;. The events Ei,..., Ey are independent, since we may write G
as a direct sum of cyclic groups of prime-power orders p{*, ..., p*, and the projections of «
and B to each of these cyclic groups are uniformly and independently distributed. Thus

Prflem(|al, []) = A(@)] = Pr[Ey N+ 1 By

o0 -1
_ _ 1 1 6
— ||(1—p2)>||(1—p2):<§ nz> :@:ﬁ’

PING) P
where ((s) =Y n~* is the Riemann zeta function. O

Theorem 7.6 implies that if we generate random points P € E(F,;) and accumulate the
least common multiple N of their orders, we should expect to obtain A(E(F,)) within O(1)
iterations. Regardless of when we obtain A(E(F,)), at every stage we know that N divides
#E(F,), and if we ever find that N has a unique multiple M in the Hasse interval #H(q),
then we know that #E(F,) = M.

Unfortunately this might not ever happen; it can happen that A(E(F,)) < 4,/g, in which
case it is possible for A(E(F,)) to have more than one multiple in 7(g). To deal with this
problem we need to consider the quadratic twist of E, which you saw on Problem Set 1.

7.6 The quadratic twist of an elliptic curve

Suppose s is an element of F, that is not a square, meaning that (]Fiq) = —1. If we consider

the elliptic curve E defined by sy? = 23 + Az + B, then the affine point (z,y) will lie on
the curve if and only if 23 4+ Az + B is not a square. Thus

(:L‘S—i—A:J:—I—B)

#E(Fq)ZQ+1—Z F
q

z€Fy

and it follows that if #E(F,) = g+1—t, then #E‘(Fq) = q+1+t. The curve E is called the
quadratic twist of E (by s). We can put the curve equation for E in standard Weierstrass
form by substituting x/s for = and y/s? for y and then clearing denominators, yielding

y? = 1% + s*Az + s°B.

Notice that it does not matter which non-residue s we choose. As you showed in Problem
Set 1, if s and ¢’ are any two non-squares in F,, then the corresponding curves E and F'
are isomorphic over F,; we thus we refer to E as “the” quadratic twist of E.!

Our interest in the quadratic twist of F lies in the fact that

#E(Fq) + #E(Fq) =2q+2.

Thus if we can compute either #E(F,) or #E(Fq), we can easily determine both values.

!This situation is specific to finite fields. Over Q, for example, every elliptic curve has infinitely many
quadratic twists that are not isomorphic over Q (of course they are all isomorphic over Q).
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7.7 Mestre’s Theorem

As noted above, it is not necessarily the case that the exponent of E(F,) has a unique
multiple in the Hasse interval. But if we also consider the quadratic twist E(]Fp), then a
theorem of Mestre (published by Schoof in [4]) ensures that for all primes p > 229, either
AN E(Fp)) or )\(E(Fp)) has a unique multiple in the Hasse interval H(p). A generalization of
this theorem that works for arbitrary prime powers ¢ can be found in [2], but we will restrict
ourselves to the case of primes p > 229 for the sake of simplicity.

Theorem 7.7 (Mestre). Let p > 229 be prime, and let E/F, be an elliptic curve with
quadratic twist EJF,. At least one of the integers N(E(F,)) and A(E(F,)) has a unique
multiple in the Hasse interval H(p) = [(v/p — 1)% (/P + 1)?].

Proof. Let E(F,) ~ Z/nZ & Z/NZ and E(Fp) ~ Z/mZ & Z/MZ, where n|N and m|M.
Let ¢ be the trace of the Frobenius endomorphism 7 of E. We have E[n] = E(F,)[n], so
7 fixes E[n| and the matrix m, corresponding to the restriction of 7 to E[n] is the identity
matrix. The matrix m,2 then has the form

S 14+ an bn
= ep 1+dn|’

for some a, b, c,d € Z/nZ, and we have

p=detme =1+ (a+ d)n mod n?,
t=trmz =2+ (a+ d)n mod n?.

It follows that 4p — t> = 0 mod n?. The trace of Frobenius for E is —t, and we similarly
obtain 4p — t? = 0 mod m?. Thus lem(m?, n?) divides 4p — 2. We also have t = un + 2 and
t = vm — 2, for some integers v and v, and subtracting these equations yields vm — un = 4.
This implies ged(m,n) < 4, and therefore ged(m?,n?) < 16. Thus

m?n?

16

< lem(m?,n?) < 4p — t2 < 4p. (2)

Suppose for the sake of contradiction that N = A(E(F,)) and M = )\(E(Fp)) both have
more than one multiple in H(p). Then M and N are both less than 4,/p and M N < 16p.
Since mM and nN lie in H(p), both are greater than (,/p —1)%, and mnMN > (,/p— 1)L
It follows that mn > (\/p — 1)*/(16p). Dividing by 4 and squaring both sides yields

m2n? - (VP — 1)8‘

(3)

16 4096p?
Combining (2) and (3), we have
16384p® > (\/p — 1), (4)
This implies that if neither M nor N has a unique multiple in H(p), then p < 17413. An
exhaustive computer search for p < 17413 finds that in fact we must have p < 229. O
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7.8 Computing the group order with Mestre’s Theorem

We now give a complete algorithm to compute #E(F,) using Mestre’s theorem, assuming
that p is a prime greater than 229 (if p is smaller than this we can easily count points using
one of our naive algorithms); see [2| for an analogous algorithm that works for all prime
powers ¢ > 49. As usual, H(p) := [(/p — 1)2, (/P + 1)?] denotes the Hasse interval.

Algorithm 7.8. Given E/F, with p > 229 prime, compute #E(F,) as follows:

1. Compute a quadratic twist Eof E using a randomly chosen non-square s € [F),.
2. Let By = E and Ey = F, let Ny = Ny =1, and let i = 0.
3. While neither Ny nor N; has a unique multiple in H(p):

a. Generate a random point P € E;(IF,).
b. Find an integer M € H(p) such that M P = 0.
c. Factor M and compute |P| via Algorithm 7.4.
d. Replace N; by lem(Nj, |P|) and replace ¢ by 1 — i.
4. If Ny has a unique multiple My in H(p) return My, otherwise return My = 2p+2— M,
where M; is the unique multiple of N in H(p) guaranteed by Mestre’s theorem.

It is clear that the output of the algorithm is correct, and it follows from Theorems 7.6
and 7.7 that the expected number of iterations of step 3 is O(1). We thus have a Las Vegas
algorithm to compute #E(F,). Its running time is dominated by the time to find M in
step 3b, and we obtain a total expected running time of O(,/p M(logp)), or

O(exp(n/2) M(n)).

We now show how this complexity can be improved using the baby-steps giant-steps method
to find a suitable M in step 3b.

7.9 Baby-steps giant-steps

The baby-steps giant-steps method is a generic group algorithm that was first introduced
by Daniel Shanks in [5] and subsequently generalized by many authors. In the context of
searching H(q) for an integer M such that M P = 0, it works as follows.

Algorithm 7.9. Given P € E(F;) compute M € H(q) such that M P = 0:
1. Pick integers r and s such that rs > 4,/ and let a := [(,/g — 1)*] = min(H(g) N Z).
2. Compute the set Spany = {0, P,2P,...,(r — 1)P} of baby steps.
3. Compute the set Sgiant == {aP, (a+7)P, (a+2r)P,...,(a+ (s—1)r)P} of giant steps.
4. For each giant step Pgiant = (a + ir)P € Sgiant, check whether Pyiant + Poaby = 0 for
some baby step Phaby = jP € Spaby. If so, output M = a +ri + j.

Note that every integer in H(q) can be written in the form a+ir+ 7 with 0 <1i < s and
0 < j < r, and for at least one such M we must have

MP:(a+Ti)P+jP:Pgiant+Pbaby:0

for some Pgiant € Sgiant and Phaby € Spanby; this shows that the algorithm is correct.
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To implement this algorithm efficiently, we typically store the baby steps Spapy in a
lookup table (such as a hash table or binary tree) and as each giant step Pyiant is computed,
we look up — Pyiant in this table. Alternatively, one may compute the sets Spapy and Sgiant
in their entirety, sort both sets, and then efficiently search for a match. In both cases, we
need the points in Spapy and Sgiant to be uniquely represented.

If we are using projective coordinates this means we must convert each point to affine
form: the point (x : y : z) is put in the form (x/z : y/z : 1) by computing the inverse of z
in F,. Done naively, this requires r + s field inversions, which costs O((r + s) M(n)logn),
but by using the method described in the next section, it is possible to perform r + s field
inversions in O((r + s) M(n)) time. Assuming this is done, if we choose 7 ~ s ~ 2¢'/%, then
the running time of the algorithm above is O(q"/* M(log q)).

Using the baby-steps giant-steps method to implement step 3b of Algorithm 7.8 thus
allows us to compute #E(FF,;) in expected time

O(exp(n/4) M(n)).

7.10 Batching field inversions

Suppose we are given a list of elements o, ..., a,, € F; whose inverses we wish to compute.
The following algorithm accomplishes this using just one field inversion.

1

Algorithm 8.2 Given ay, ..., ay,, € F, compute o ', ..., ;! as follows:
1. Set Bp =1 and B; = B;_1¢; for 7 from 1 to m. [Bi = (a1 -+ )]
2. Compute 7, = 3.1 [Ym = (a1 am) 7Y
3. For ¢ from m down to 1:
a. Compute a;l = Bi_1%- [oz;1 =(a1---ai_1)(ar---ay)7 !
b. Compute v;—1 = yi. [vie1 = (a1 i) 7]

The algorithm performs less than 3m multiplications in F, and just one inversion in IFy.
Provided that m = Q(logn), its running time is O(m M(n)).

In the context of Algorithm 8.1, if we are using a table of baby steps, we can compute
all of the baby steps using projective coordinates, convert them to affine form using just one
field inversion, and then construct the lookup table. For the giant steps we work in batches
of size m > logn, converting an entire batch to affine form using one field inversion and
then performing table lookups.

7.11 Optimizations

There are a wide range of optimizations to the baby-steps giant-steps method that have
been developed over the years. Here we mention just a few.

1. Optimize expected time: If we suppose that M is uniformly distributed over an
interval of width N, then we should use r ~ \/N/2 baby steps so that the average
number of giant steps is s/2 ~ V2N /2 = \/N/2.

2. Optimize for known distribution: In the case of elliptic curves we know that M is
not uniformly distributed — it has a semi-circular distribution.? This means we should

2This follows from results showing that the Sato-Tate conjecture holds “on average”; see [1].
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search from the middle outwards by taking our first giant step in the middle of the
interval (at ¢+ 1), and then alternating steps on either side. We should also choose the
number of baby steps to optimize the expected time, using the fact that the expected
distance between M and the middle of the interval is %\/6

3. Fast inverses: In groups such as E(FF,;) where we can compute inverses very quickly
(the inverse of the point (z,y) is just (z, —y)), it makes sense to compute — Pyjant at the
same time we compute Pyjant and see whether either matches a baby step; equivalently,
whether Pgiant &= Phaby = 0 holds. This allows us to double the width of the giant steps
and use half as many, or (better), reduce both the number of baby steps and giant
steps by a factor of /2.

4. Parity: We can easily determine the parity of #E(IF,) by checking whether it has a
point of order 2. If the curve equation is y? = f(z) = 2° + Az + B, then #E(F,)
has even parity if and only if f(z) has a root in F, (recall that points of order 2
have y-coordinate 0), which we can determine using a root-finding algorithm.? Once
we know the parity of M we can modify Algorithm 8.1 to only use baby steps that
correspond to multiples of P with the same parity (so if M is odd we compute baby
steps P,3P,5P, ..., adding 2P to each previous step), and use giant steps with even
parity. We should then reduce the number of baby steps by a factor of v/2.
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8 Schoof’s algorithm

In the early 1980’s, René Schoof [3, 4] introduced the first polynomial-time algorithm to
compute #E(F,). Extensions of Schoof’s algorithm remain the point-counting method of
choice when the characteristic of Fy is large (e.g., when ¢ is a cryptographic size prime).!

Schoof’s basic strategy is simple: compute the the trace of Frobenius ¢ modulo many
small primes ¢ and use the Chinese remainder theorem to uniquely determine ¢, which then
determines #E(F;) = g + 1 —t. Here is a high-level version of the algorithm.

Algorithm 8.1. Given an elliptic curve E over a finite field F, compute #E(F,) as follows:
1. Initialize M < 1 and ¢ < 0.
2. While M < 4,/q, for increasing primes £ = 2,3,5, ... that do not divide ¢:
a. Compute ty = trm mod /.
b. Set t « (M (M~ mod £)t; + £(¢~" mod M)t) mod £M and then M « (M.
3. If t > M/2 then set t + t — M.
4. Output ¢+ 1 —t¢.

Step 2b uses an iterative version of the Chinese remainder theorem to ensure that
t = trmg mod M

holds throughout.? This invariant holds trivially after step 1, modulo M = 1, and is
maintained in step 2b: note that the integer M (M ~! mod ¢) is congruent to 1 mod £ and
0 mod M, while the integer £(¢~! mod M) is congruent to 0 mod ¢ and 1 mod M.

Once M exceeds 4,/q, the value of t € Z/MZ uniquely determines trng € Z: by Hasse’s
theorem, |[trmg| < 2,/ < M/2, and this allows us to determine the sign of tr 7 in step 3.
The key to the algorithm is the implementation of step 2a, which is described in the next
section, but let us first consider the primes ¢ that the algorithm uses. Let £,,,4, be the largest
prime ¢ for which the algorithm computes ¢,. The Prime Number Theorem implies®

Z log{ ~ x,

primes (<z

80 Uimag ~ log4,/q ~ 3n = O (n), and we need O(;-2-) primes ¢ (as usual, n = logq). The

cost of updating ¢t and M is bounded by O(M(n)logn), thus if we can compute ¢, in time
bounded by a polynomial in n and ¢, then the whole algorithm will run in polynomial time.

8.1 Computing the trace of Frobenius modulo 2.

We first consider the case £ = 2. Assuming ¢ is odd (which we do), t = ¢+ 1 — #E(F,)
is divisible by 2 if and only if #E(F,) is divisible by 2, equivalently, if and only if E(F,)
contains a point of order 2. If E has Weierstrass equation y?> = f(z), then the points of
order 2 in E(F,) are precisely those of the form (z,0), where zg € Fy is a root f(z). Recall

!There are deterministic p-adic algorithms for computing #E(F,) that are faster than Schoof’s algorithm
when the characteristic p of Fy is very small; see [2]. But their running times are exponential in log p.

2There are faster ways to apply the Chinese remainder theorem; see [1, §10.3]. They are not relevant
here because the complexity is overwhelmingly dominated by step 2a.

3In fact we only need Chebyshev’s Theorem to get this.
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from Lecture 4 that the distinct roots of f in F, are precisely the roots of ged(z? — z, f(z)).
We can thus compute ¢y := tr 7g mod 2 as

b 0 if deg(ged(f(z), 27 —z)) > 0;
2 1 otherwise.

Note that is a deterministic computation (we need randomness to efficiently find the roots
of g(z), but not to count them), and it takes O(nM(n)) time.
Having addressed the case £ = 2 we henceforth assume that ¢ is odd.

8.2 The characteristic equation of Frobenius modulo £

Recall that for E/F,, the Frobenius endomorphism 7g € End(F) is defined by the rational
map (z:y:z)— (x?:y?: 29). By Theorem 6.18, it satisfies the characteristic equation

7'('% —trg+q=0,
with ¢t = trm and ¢ = degm. Restricting to the ¢-torsion subgroup F [¢] yields
m; —teme+ g =0, (1)

which we view as an identity in End(E[¢]). Here ¢, = t mod ¢ and ¢ = ¢ mod ¢ can
be viewed either as restrictions of the scalar multiplication maps [t] and [g¢], or simply as
scalars in Z/¢Z multiplied by [1],, the restriction of [1] € End(E) to E[f] (equivalently the
multiplicative identity in the ring End(E[¢])). We shall take the latter view, regarding

q=qe [e= e+ +[1s

as the sum of gy copies of [1]y, and similarly for ¢,. We can efficiently compute g, using our
usual double-and-add method to perform scalar multiplication by q¢, provided that we know
how to explicitly represent and perform ring operations on elements of End(E[/]); this is
the topic of the next section.

Our strategy for determining ¢y is simple: for ¢ = 0,1,...,¢ — 1 compute ﬂ'? — ¢y + qp
and check whether it is equal to 0. The following lemma shows that whenever this occurs
(which it must, since (1) guarantees this for ¢ = t;) we must have ¢ = t; € Z/¢Z. In fact we
will prove something stronger.

Lemma 8.2. Let E/F, be an elliptic curve with Frobenius endomorphism m, let £ be a prime
not dividing q, and let P € E[{] be nonzero. Suppose that for some integer c the equation

T} (P) — eme(P) + qo(P) = 0
holds. Then ¢ =ty = trm mod £.
Proof. From equation (1) we have

7} (P) = teme(P) + qP =0,

and we are assuming that
72 (P) — emg(P) + qoP = 0.

Subtracting these equations yields (¢ —tg)my(P) = 0. Since m¢P is a nonzero element of E[(
and ¢ is prime, the point 7y(P) has order ¢, which must divide ¢ — t;. So ¢ =ty mod ¢. [

18.783 Spring 2021, Lecture #8, Page 2


https://math.mit.edu/classes/18.783/2021/LectureNotes6.pdf#theorem.2.18

8.3 Arithmetic in End(E[¢])

Let h = v¢y(x,y) be the £th division polynomial of E. We have assumed that ¢ is odd, so by
Lemma 5.20, we in fact have h € Fy[z] (no dependence on y). As we proved in Lecture 5, a
nonzero point P = (zg,y0) € E(F,) lies in E[{] if and only if h(xg) = 0; this follows from
Corollary 4.28 and Theorem 5.21. To represent elements of End(E[/]) as rational maps, we

can thus treat the polynomials appearing in these maps as elements of the ring

Fqlz,y] /(h(z),y* — f(2)),

where y? = f(x) = 2% + Az + B is the Weierstrass equation for E.
In the case of the Frobenius endomorphism, we have

7 = (27 mod h(z), y? mod (h(z),y* — f()))
- (:ﬂ mod h(z), (f(z)@ /% mod h(z)) y) : 2)
and we also note that
[1]s = (z mod h(zx), (1 mod h(x))y).

We can thus represent all of the nonzero endomorphisms that appear in equation (1) in the
form (a(z), b(z) y), where a and b are elements of the polynomial ring R = F,[z]/(h(z)) that
we may uniquely represent as polynomials in Fy[z] of degree less than degh = (¢ —1)/2 by
taking their remainders modulo h.

8.3.1 Multiplication in End(E[£]).

If a1 = (a1(z),b1(2)y) and ag = (az(x),ba(z)y) are two elements of End(E[¢]), the product
ajag in End(E[(]) is defined by the composition

a1 0 ag = (ai(az(w)), bi(az(x))b(z)y),

where we may reduce az(x) = aj(az(z)) and bg(z) = by (az(x))ba(z) modulo h(x).

8.3.2 Addition in End(E[f]).

Addition of endomorphisms is defined pointwise in terms of addition on the elliptic curve.
Given ag = (a1(z),b1(z)y) and ag = (az(z), b2(x)y), to compute as = a1 + g, we simply
apply the formulas for point addition to the coordinate functions of a; and ao. Recall that
the general formula for addition of non-opposite affine points (x3,ys3) = (x1,y1) + (22,y2)
on the elliptic curve E: y? = 23 + Az + B is given by the formulas

$3=m2—$1—$2, y3:m(x1—333)_yb
where 2, 4
— 3
m = Y17 92 (if z1 # x9), = o + (if z1 = x9).
1 — To 2y1

Using the coordinate functions x; = aj(x), x2 = az(x), y1 = bi(x)y, y2 = ba(z)y, in the
case 1 7 xo we have
bi(z) — ba(z)

@) — @)~ r(z)y,

m(:z:,y) =
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where r = (by — b2)/(a1 — a2), and when 1 = x5 we have

~Bai(x)P4+ A Bai(x)*+A
m(z,y) = ;bl(x)y = @)@ Y @

where now r = (3a? + A)/(2b1 f). Noting that m(z,y)? = (r(z)y)? = r(z)?f(x), the sum
a1 + ag = as = (ag(x), bs(x)y) is defined by

2
a3 =r"f — a1 — as,

by = r(a; — az) — by.

In both cases, provided that the polynomial v in the denominator of the rational function
r = u/v is invertible in the ring F,[x]/(h(z)), we can express r as a polynomial uv~! mod h
and write a3 = (az(x),b3(x)y) in our desired form, with as,bs € Fy[z]/(h(z)) uniquely
represented by polynomials in Fy[z] of degree less than the degree of h.

But this may not always possible, because the ¢-division polynomial h(x) need not be
irreducible. Indeed, if ¢ divides #E(F,) it certainly will not be irreducible, since h(x) will
then have rational roots corresponding to the z-coordinates of rational points of order ¢,
and even when ¢} #E(F,), if E admits a rational isogeny « of degree ¢ then h(z) will be
divisible by the polynomial of degree (¢ — 1)/2 whose roots are the z-coordinates of the
nonzero points in the kernel of a. Thus the the ring F,[z]/(h(z)) is not necessarily a field;
it may contain zero divisors, and these elements are not invertible.

At first glance this might appear to be a problem, but in fact it can only help us. If we
encounter a rational function r = u/v whose denominator v is not invertible in F,[z]/(h(x))
then we can obtain a non-trivial factor of h by computing ged(v, h): if v = a; — ag then v
is nonzero and has degree less than h, since in this case a1 # a2 and deg(a; — az) < deg(h),
and if v = 2by f then ged(v, h) must divide by, because h and f cannot share a common
factor (the roots of f(x) in F, are z-coordinates of 2-torsion points, the roots of h(x) in F,
are x-coordinates of ¢-torsion points, and ¢ # 2), and by # 0 has degree less than h.

Our strategy in this situation is to simply replace h by g = ged(v, h) and compute ¢, by
working in the smaller quotient ring F,[z]/(g(z)), which will be faster because deg g < deg h;
in fact in this situation we will always have degg < (¢ — 1)/2, which is much smaller than
degh = (/2 —1)/2. Lemma 8.2 implies that we can restrict our attention to the action of
e on points P € E[{] whose x-coordinates are roots of g(x), even if degg = 1.

8.4 Algorithm to compute the trace of Frobenius modulo ¢

We now give an algorithm to compute t,, the trace of Frobenius modulo .

Algorithm 8.3. Given E : y> = f(x) over F, and an odd prime ¢, compute ¢, as follows:

1. Compute the fth division polynomial h = v, € F4[z] for E.
2. Compute 7¢ = (29 mod h, (f9~1/2 mod h)y) and 72 = 7y o m,.

3. Use scalar multiplication to compute g = ¢¢[1]¢, and then compute 77? + qq.
(If a non-invertible denominator arises, update h and return to step 2).

4. Compute 0, 7, 27, 37, . .., cmy, until cm = 7rl2 + q.
(If a non-invertible denominator arises, update h and return to step 2).

5. Output t, = c.
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Throughout the algorithm, elements of End(E[¢]) are represented in the form (a(z), b(x)y),
with a,b € R = Fy[z]/(h(z)), and all polynomial operations take place in the ring R. If a
non-invertible denominator v is found in either steps 3 or 4 we replace h with whichever of
ged(h,v) and h/ ged(h,v) has lower degree; this guarantees that the degree of h is reduced
by at least a factor of 2 (but see the next section for a further discussion).

The correctness of the algorithm follows from equation (1) and Lemma 8.2. The algo-
rithm is guaranteed to find some cm; = 7r12 + ¢ in step 4 with ¢ < ¢, since we know that
¢ = ty works. Although we may be working modulo a proper factor g of h, every root xg of
g is a root of h and therefore corresponds to a pair of nonzero points P = (g, +yo) € E[(]
for which 77(P) — cme(P) 4+ qP = 0 holds (there is at least one such root, since deg g > 0),
and Lemma 8.2 implies that we must have ¢ = t,.

The computation of the division polynomial in step 1 of the algorithm can be efficiently
accomplished using the double-and-add approach described in Problem Set 3. You will have
the opportunity to do a careful complexity analysis Algorithm 8.3 in the next problem set,
but it is easy to see that its running time is polynomial in n = log ¢ and ¢: every operation
involves polynomials over F, of degree less then /2, in step 4 we can have at most ¢ iterations,
and we can return to step 2 at most 2log/ times (in fact this can happen only once). A
simple implementation of the algorithm can be found in this Sage notebook.

8.5 Factors of the division polynomial

As we saw when running our implementation of Schoof’s algorithm in Sage, we do occa-
sionally encounter non-invertible denominators and thereby obtain a proper factor g of the
{-division polynomial h = ),. This is not too surprising, since there is no reason why h
should necessarily be irreducible, but it is worth noting that whenever this occurs the degree
of g is always exactly (¢ — 1)/2. Why is this the case?

Any point P = (z9,y0) € E(F,) for which g(z¢) = 0 lies both in E[¢] and in the kernel of
an endomorphism « (since zg is a root of the denominator of a rational function defining «).
The point P is nonzero, so it generates a cyclic group C' of order £ which must be a subgroup
of ker av. It follows that over F, the polynomial g has at least (¢ — 1)/2 roots, one for each
pair of nonzero points (z;, +y;) in C (note that ¢ is odd). If g has any other roots, then
there is point @ that lies in the intersection of E[¢] Nker @ but not in C, in which case we
must have ker a = E[{], since F[{] has ¢-rank 2; but this is impossible because ¢ is a proper
factor of the ¢-division polynomial h (whose roots are distinct because ¢ 1 ¢). So g must
have exactly (¢ —1)/2 roots in F,. Reducing the polynomials that define our endomorphism
modulo g corresponds to working in the subring End(C) of End(E[/]).

If we are lucky enough to find such a proper factor g of h, our algorithm then speeds
up by at least a factor of ¢, since we are working modulo a polynomial of degree (¢ —1)/2
rather than (¢2 —1)/2. While we are fairly unlikely to stumble across such a g by chance, it
turns out that in fact such a g exists for half of the primes ¢ (asymptotically speaking). Not
long after Schoof published his result, Noam Elkies found a way to directly compute these
polynomials, whose roots are the x-coordinates of points P = (z9,yo) that lie in the kernel
of a rational isogeny of degree ¢. We will learn about Elkies’ technique later in the course
when we discuss modular polynomials. There is another optimization due to A.O.L. Atkin
that applies to primes ¢ for which Elkies’ optimization does not; together these yield what
is known as the Schoof-Elkies-Atkin (SEA) algorithm.

18.783 Spring 2021, Lecture #8, Page 5


https://cocalc.com/share/public_paths/600832aafc89f1098d5415b39eec4fbaa63ccab1

8.6 Some historical remarks

When Schoof originally developed this algorithm, it was not clear to him that it had any
practical use. This is in part because he (and others) were unduly pessimistic about its
practical efficiency, in part because robust implementations of fast integer and polynomial
arithmetic were not as widely available then as they are now. Even the simple Sage imple-
mentation given in the worksheet is already noticeably faster than the baby-steps giant-steps
algorithm for ¢ ~ 289 and can readily handle computations over fields of cryptographic size
(it might take a day or two for ¢ ~ 2256, but this could be improved by at least an order of
magnitude using a lower-level implementation in C or C++).

To better motivate his algorithm, Schoof gave an application that is of purely theoretical
interest: he showed that it could be used to deterministically compute the square root of an
integer a modulo a prime p in time that grows polynomially in logp when a is held fixed;
we will see exactly how this works when we cover the theory of complex multiplication.
Previously, no deterministic polynomial-time algorithm was known for this problem, unless
one assumes the extended Riemann hypothesis. But Schoof’s square-root application is
really of no practical use; as we have seen, there are fast probabilistic algorithms to compute
square roots modulo a prime, and unless the extended Riemann hypothesis is false, there
are even deterministic algorithms that are much faster than Schoof’s approach.

By contrast, in showing how to compute #E(F,) in polynomial-time, Schoof solved a
practically important problem for which the best previously known algorithms were fully
exponential (including randomized algorithms), despite the efforts of many experts working
in the field. While perhaps not fully appreciated at the time, this has to be regarded as a
major breakthrough, both from a theoretical and practical perspective. Improved versions
of Schoof’s algorithm (the SEA algorithm) are now the method of choice for computing
#E(F,) in fields of large characteristic. In particular, the PARI library that is used by Sage
includes an implementation of the SEA algorithm, and over 256-bit fields it takes only a
few seconds to compute #E(F,). Today it is feasible to compute #FE(F;) even when ¢ is a
prime with 5,000 decimal digits (over 16,000 bits), which represents the current record [5].
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9 The discrete logarithm problem

In its most standard form, the discrete logarithm problem in a finite group G can be stated
as follows:

Given a € G and 5 € (), find the least positive integer x such that o = f3.

In additive notation (which we will often use), this means xaw = . In either case, we call
x the discrete logarithm of B with respect to the base a and denote it log, 5.! Note that
in the form stated above, where z is required to be positive, the discrete logarithm problem
includes the problem of computing the order of « as a special case: |a| =log, 1.

We can also formulate a slightly stronger version of the problem:

Given a, € G, compute log,, B if 5 € («) and otherwise report that 8 & ().

This can be a significantly harder problem. For example, if we are using a Las Vegas
algorithm, when £ lies in («) we are guaranteed to eventually find log,, 5, but if not, we will
never find it and it may be impossible to tell whether we are just very unlucky or 8 ¢ («). On
the other hand, with a deterministic algorithm such as the baby-steps giant-steps method,
we can unequivocally determine whether $ lies in («) or not.

There is also a generalization called the extended discrete logarithm:

Given «, 8 € G, determine the least positive integer y such that Y € (a), and
then output the pair (x,y), where z = log,, 5Y.

This yields positive integers = and y satisfying 5Y = o, where we minimize y first and z
second. Note that there is always a solution: in the worst case x = |a| and y = |5].
Finally, one can also consider a vector form of the discrete logarithm problem:

Given aq,...qr € G and nq,...,n, € Z such that every 8 € G can be writ-
ten uniquely as B = ai'---af with e; € [1,n;], compute the exponent vector

(e1,...,er) associated to a given 3.

Note that the group G need not be abelian in order for the hypothesis to apply, it suffices
for G to by polycyclic (this means it admits a subnormal series with cyclic quotients).

The extended discrete and vector forms of the discrete logarithm problem play an impor-
tant role in algorithms to compute the structure of a finite abelian group, but in the lectures
we will focus primarily on the standard form of the discrete logarithm problem (which we
may abbreviate to DLP).

Example 9.1. Suppose G = F{{;;. Then logs 37 = 24, since 324 = 37 mod 101.
Example 9.2. Suppose G = Ffm. Then logs 37 = 46, since 46 - 3 = 37 mod 101.

Both of these examples involve groups where the discrete logarithm is easy to compute
(and not just because 101 is a small number), but for very different reasons. In Example 9.1
we are working in a group of order 100 = 22 - 52. As we will see in the next lecture, when
the group order is a product of small primes (i.e. smooth), it is easy to compute discrete
logarithms. In Example 9.2 we are working in a group of order 101, which is prime, and in

!The multiplicative terminology stems from the fast that most of the early work on computing discrete
logarithms focused on the case where G is the multiplicative group of a finite field.

Lecture by Andrew Sutherland



terms of the group structure, this represents the hardest case. But in fact it is very easy
to compute discrete logarithms in the additive group of a finite field! All we need to do is
compute the multiplicative inverse of 3 modulo 101 (which is 34) and multiply by 37. This
is a small example, but even if the field size is very large, we can use the extended Euclidean
algorithm to compute multiplicative inverses in quasi-linear time.

So while the DLP is generally considered a “hard problem", its difficulty really depends
not on the order of the group (or its structure), but on how the group is explicitly rep-
resented. Every group of prime order p is isomorphic to Z/pZ; computing the discrete
logarithm amounts to computing this isomorphism. The reason it is easy to compute dis-
crete logarithms in Z/pZ has nothing to do with the structure of Z/pZ as an additive group,
rather it is the fact that Z/pZ also use a ring structure; in particular, it is a Euclidean
domain, which allows us to use the extended Euclidean algorithm to compute multiplicative
inverses. This involves operations (multiplication) other than the standard group operation
(addition), which is in some sense “cheating".

Even when working in the multiplicative group of a finite field, where the DLP is believed
to be much harder, we can do substantially better than in a generic group. As we shall see,
there are sub-exponential time algorithms for this problem, whereas in the generic setting
defined below, only exponential time algorithms exist, as we will prove in the next lecture.

9.1 Generic group algorithms

In order to formalize the notion of “not cheating", we define a generic group algorithm (or
just a generic algorithm) to be one that interacts with an abstract group G solely through
a black box (sometimes called an oracle). All group elements are opaquely encoded as bit-
strings via a map id: G — {0,1}™ chosen by the black box. The black box supports the
following operations.

1. identity: output id(1g).

2. inverse: given input id(a), output id(a~1).

3. composition: given inputs id(«) and id(3), output id(af3).
4

. random: output id(«) for a uniformly distributed random element a € G.

In the description above we used multiplicative notation; in additive notation we would have
outputs id(0¢g), id(—a), id(a— 3) for the operations identity, inverse, composition,
respectively.

Some models for generic group algorithms also include a black box operation for testing
equality of group elements, but we will instead assume that group elements are uniquely
identified; this means that the identification map id: G — {0,1}"™ used by the black box is
injective. With uniquely identified group elements we can test equality by simply comparing
identifiers, without needing to consult the black box.?

The black box is allowed to use any injective identification map (e.g., a random one). A
generic algorithm cannot depend on a particular choice of the identification map; this pre-
vents it from taking advantage of how group elements are represented. We have already seen
several examples of generic group algorithms, including various exponentiation algorithms,
fast order algorithms, and the baby-steps giant-steps method.

2We can also sort bit-strings or index them with a hash table or other data structure; this is essential to
an efficient implementation of the baby-steps giant-steps algorithm.
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We measure the time complexity of a generic group algorithm by counting group oper-
ations, the number of interactions with the black box. This metric has the virtue of being
independent of the actual software and hardware implementation, allowing one to make com-
parisons the remain valid even as technology improves. But if we want to get a complete
measure of the complexity of solving a problem in a particular group, we need to multiply
the group operation count by the bit-complexity of each group operation, which of course
depends on the black box. To measure the space complexity, we count the total number of
group identifiers stored at any one time (i.e. the maximum number of group identifiers the
algorithm ever has to remember).

These complexity metrics do not account for any other work done by the algorithm. If
the algorithm wants to compute a trillion digits of pi, or factor some huge integer, it can
effectively do so “for free”. The implicit assumption is that the cost of any useful auxiliary
computations are at worst proportional to the number of group operations — this is true of
all the algorithms we will consider.

9.2 Generic algorithms for the discrete logarithm problem

We now consider generic algorithms for the discrete logarithm problem in the standard
setting of a cyclic group (a). We shall assume throughout that N := |a| is known. This
is a reasonable assumption for three reasons: (1) in cryptographic applications it is quite
important to know N (or at least to know that N is prime), (2) the lower bound we shall
prove applies even when the algorithm is given N, (3) for a generic algorithm, computing
|| is strictly easier than solving the discrete logarithm problem [12], and in most cases of
practical interest (the group of rational points on an elliptic curve over a finite field, for
example), there are (non-generic) polynomial time algorithms to compute N.

The cyclic group () is isomorphic to the additive group Z/NZ. For generic group
algorithms we may as well assume (o) is Z/NZ, generated by a = 1, since every cyclic
group of order N looks the same when it is hidden inside a black box. Of course with the
black box picking arbitrary group identifiers in {0, 1}, we cannot actually tell which integer
x in Z/NZ corresponds to a particular group element (; indeed, x is precisely the discrete
logarithm of 8 that we wish to compute! Thus computing discrete logarithms amounts to
explicitly computing the isomorphism from («) to Z/NZ that sends a to 1. Computing the
isomorphism in the reverse direction is easy: this is just exponentiation. Thus we have (in
multiplicative notation):

(o) ~Z/NZ
p —log, B
o —x

Cryptographic applications of the discrete logarithm problem rely on the fact that it is
easy to compute 8 = o® but hard (in general) to compute x = log,, 8. In order to simplify
our notation we will write the group operation additively, so that 5 = za.

9.3 Linear search

Starting from «, compute
a,2a,3a, ..., ca = f3,

and then output x (or if we reach Na with out finding /3, report that 8 ¢ («)). This uses
at most NV group operations, and the average over all inputs is N/2 group operations.
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We mention this algorithm only for the sake of comparison. Its time complexity is not
attractive, but we note that its space complexity is O(1) group elements.

9.4 Baby-steps giant-steps

Pick positive integers r and s such that rs > N, and then compute:

baby steps: 0, «, 2«, 3a, ..., (r—1)a,
giant steps: B, B —ra, f—2ra, ..., f—(s—1)ra,

A collision occurs when we find a baby step that is equal to a giant step. We then have
=0 — jra,

for some nonnegative integers ¢ < r and j < s. If ¢ = j = 0, then [ is the identity and
log, B = N. Otherwise,
log, B =1+ jr.

Typically the baby steps are stored in a lookup table, allowing us to check for a collision
as each giant step is computed, so we don’t necessarily need to compute all the giant steps.
We can easily detect 8 ¢ (), since every integer in [1, N| can be written in the form i + jr
with 0 <4 < rand 0 < j < s. If we do not find a collision, then 8 & («).

The baby-steps giant-steps algorithm uses r + s group operations, which is O(\/N ) if we
choose 7 ~ s ~ v/N. It requires space for r group elements (the baby steps), which is also
O(\/N ) but can be made smaller if we are willing to increase the running time by making s
larger; there is thus a time-space trade-off we can make, but the product of the time and
space complexity is always Q(N).

The two algorithms above are insensitive to any special properties of NV, their complexi-
ties depend only on its approximate size. In fact, if we assume that § € (a) then we do not
even need to know IV: this is clear for the linear search, and for the baby-steps giant-steps
method we could simply start by assuming N = 2 and if/when that fails, keep doubling N
and rerunning the algorithm until we succeed. This still yields an O(v/N) complexity.?

For the next algorithm we consider it is quite important to know N exactly, in fact we
will assume that we know its prime factorization; factoring N does not require any group
operations, so in our complexity model which counts group operations, a generic algorithm
can factor any integer N “for free”. In practical terms, there are algorithms to factor N that
are much faster than the generic lower bound we will prove below; as we will see in the next
lecture, the elliptic curve factorization method is one such algorithm.

9.5 The Pohlig-Hellman algorithm

We now introduce the Pohlig-Hellman? algorithm, a recursive method to reduce the discrete
logarithm problem in cyclic groups of composite order to discrete logarithm problems in
cyclic groups of prime order.

3There are more efficient ways to do an unbounded baby-steps giant-steps search, see [12, 14].
“The article by Pohlig and Hellman [6] notes that essentially equivalent versions of the algorithm were
independently found by R. Silver, and by R. Schroeppel and H. Block, none of whom published the result.
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We first reduce to the prime power case. Suppose N = Nij N, with N; L Ns. Then
Z/NZ ~ 7Z/N\Z & Z/N>Z, by the Chinese remainder theorem, and we can make this iso-
morphism completely explicit via

x

i

(z mod Ny,  mod Ny),
(Myzy + Msxy) mod N — (z1, x2),

where

1 mod Ny,

0 mod N,

0 mod Ny,
1 mod NQ.

M = No(Ny ! mod Ny) = { (1)

My = Ni(N; ! mod Ny) = { (2)

Note that computing M; and N; does not involve group operations and is independent of 5;
with the fast Euclidean algorithm the time to compute M; and My is O(M(n)logn) bit
operations, where n = log N.

Let us now consider the computation of x = log,, 3. Define

z1 := z mod N and x9 := x mod Ns,
so that x = Mz + Msxo, and
B = (Miz1 + Maxa)a.
Multiplying both sides by N» and distributing the scalar multiplication yields
N3 = Miz1Noa + MsoxzoNoar. (3)

As you proved in Problem Set 1, the order of Ny« is Ny (since N1 L N3). From (1) and (2)
we have M; = 1 mod N; and My = 0 mod Ny, so the second term in (3) vanishes and the
first term can be simplified, yielding

Ngﬂ = .’L‘lNQOé.
We similarly find that N18 = 9 N1a. Therefore

xo = logy, o N1

If we know z; and z then we can compute x = (Mjz; + Maxg) mod N. Thus the
computation of z = log, B can be reduced to the computation of 1 = logy,, N2 and
x9 = logpy,, N1B. If N is a prime power this doesn’t help (either Ny = N or Ny = N), but
otherwise these two discrete logarithms involve groups of smaller order. In the best case
N1 = Ny, and we reduce our original problem to two subproblems of half the size, and this
reduction involves only O(n) groups operations (the time to compute Nya, N15, Nacr, Nof3
using double-and-add scalar multiplication).

By applying the reduction above recursively, we can reduce to the case where N is a
prime power p¢, which we now assume. Let eg = [e/2] and e; = [e/2]. We may write
x = log, B in the form x = z¢ + p®x1, with 0 < 29 < p* and 0 < x; < p°. We then have

B = (zo + p™x1)a,
P B = xop“ta + x1pa.
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The second term in the last equation is zero, since o has order N = p°, so

wo = logye; o, ' B

We also have 8 — xgar = p®z1 v, therefore

Ty = longOQ(B - 55004)-

If N is not prime, this again reduces the computation of log, 8 to the computation of two
smaller discrete logarithms (of roughly equal size) using O(n) group operations.

The Pohlig-Hellman method [6] recursively applies the two reductions above to reduce
the problem to a set of discrete logarithm computations in groups of prime order.® For
these computations we must revert to some other method, such as baby-steps giant-steps
(or Pollard-rho, which we will see shortly). When N is a prime p, the complexity is then

O(,/p) group operations.

9.6 Complexity analysis

Let N = p{*---pt be the prime factorization of N. Reducing to the prime-power case
involves at most lgr = O(logn) levels of recursion, where n = log N (in fact the prime
number theorem implies Igr = O(log n/loglog n), but we won’t use this). The exponents e;
are all bounded by lg N = O(n), thus reducing prime powers to the prime case involves at
most an additional O(logn) levels of recursion, since the exponents are reduced by roughly
a factor of 2 at each level.

The total depth of the recursion tree is thus O(logn). Note that we do not need to assume
anything about the prime factorization of N in order to obtain this bound; in particular,
even if the prime powers p;* vary widely in size, this bound still holds.

The product of the orders of the bases used at any given layer of the recursion tree never
exceeds N. The number of group operations required at each internal node of the recursion
tree is linear in the bit-size of the order of the base, since only O(1) scalar multiplications are
used in each recursive step. Thus if we exclude the primes order cases at the leaves, every
layer of the recursion tree uses O(n) group operations. If we use the baby-steps giant-steps
algorithm to handle the prime order cases, each leaf uses O(,/p;) group operations and the
total running time is

) <nlogn + Zei\/ﬁi)

group operations, where the sum is over the distinct prime divisors p; of N. We can also
bound this by

O (nlogn + n./p),

where p is the largest prime dividing N. The space complexity is O(,/p) group elements,
assuming we use a baby-steps giant-steps search for the prime cases; this can be reduced
to O(1) using the Pollard-rho method (which is the next algorithm we will consider), but
this results in a probabilistic (Las Vegas) algorithm, whereas the standard Pohlig-Hellman
approach is deterministic.

®The original algorithm of Pohlig and Hellman actually used an iterative approach that is not as fast as
the recursive approach suggested here. The recursive approach for the prime-power case that we use here
appears in [9, §11.2.3]. When N = p° is a power of a prime p = O(1), the complexity of the original Pohlig-
Hellman algorithm is O(n?), versus the O(nlogn) bound we obtain here (this can be further improved to
O(nlogn/loglogn) via [13]).
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The Pohlig-Hellman algorithm can be extremely efficient when N is composite; if IV is
sufficiently smooth its running time is quasi-linear in n = log N, comparable to the cost of
exponentiation. Thus it is quite important to use groups of prime (or near-prime) order in
cryptographic applications of the discrete logarithm problem. This is one of the motivations
for efficient point-counting algorithms for elliptic curves: we really need to know the exact
group order before we can consider a group suitable for cryptographic use.

9.7 Randomized algorithms for the discrete logarithm problem

So far we have only considered deterministic algorithms for the discrete logarithm problem.
We now consider a probabilistic approach. Randomization will not allow us to achieve a
better time complexity (a fact we will prove shortly), but we can achieve a much better space
complexity. This also makes it much easier to parallelize the algorithm, which is crucial for
large-scale computations (one can construct a parallel version of the baby-steps giant-steps
algorithm, but detecting collisions is more complicated and requires a lot of communication).

9.7.1 The birthday paradox

Recall what the so-called birthday paradoz tells us about collision frequency: if we drop
Q(v/'N) balls randomly into O(N) bins then the probability that some bin contains more
than one ball is bounded below by some nonzero constant that we can make arbitrarily
close to 1 by increasing the number of balls by a constant factor. Given f € (a), the
baby-steps giant-steps method for computing log, 3 can be viewed as dropping V2N balls
corresponding to linear combinations of a and 3 into IV bins corresponding to the elements
of (). Of course these balls are not dropped randomly, they are dropped in a pattern that
guarantees a collision.

But if we instead computed v/2N random linear combinations of o and 3, we would still
have a good chance of finding a collision (better than 50/50, in fact). The main problem
with this approach is that in order to find the collision we would need to keep a record of all
the linear combinations we have computed, which takes space. In order to take advantage
of the birthday paradox in a way that uses less space we need to be a bit more clever.

9.7.2 Random walks on a graph

We now want to view the group G = («) as the vertex set V of a connected graph I' whose
edges e;; = (7i,7;) are labeled with the group element 6;; = y; — ~; satisfying v; + ;5 =
(a Cayley graph, for example). If we know how to express each J;; as a linear combination
of a and 8 € {«), then any cycle in T" yields a linear relation involving o and 3. Provided
the coefficient of /3 is invertible modulo N := ||, we can use this relation to compute log,, 5.

Suppose we use a random function f: V — V to construct a walk from a random starting
point vg € V as follows:

v = f(vo)
vy = f(v1)
v3 = f(va)
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Since f is a function, if we ever repeat a vertex, say v, = vy for some p > A, we will be
permanently stuck in a cycle, since we then have f(v,4;) = f(va4q) for all ¢ > 0. Note
that V is finite, so this must happen eventually.

Our random walk consists of two parts, a path from vy to the vertex vy, the first vertex
that is visited more than once, and a cycle consisting of the vertices vy, vx41,...,v,-1. This
can be visualized as a path in the shape of the Greek letter p, which explains the name of
the p-method we wish to consider.

In order to extract information from this cycle we need to augment the function f so
that we can associate linear combinations aa + b3 to each edge in the cycle. But let us first
compute the expected number of steps a random walk takes to reach its first collision.

Theorem 9.3. Let V be a finite set. For any vg € V, the expected value of p for a walk
from vy defined by a random function f: V —V is

Elp] ~ v/7N/2,
as the cardinality N of V tends to infinity.

This theorem was stated in lecture without proof; here give an elementary proof.

Proof. Let P, = Pr[p > n]. We have Py =1 and P; = (1 —1/N), and in general
1 2 n - i
P (1-5) (1-5) (-5 -1 (- 5)
for any n < N (and P, =0 for n > N). We compute the expectation of p as

N-1
Elp] = > n-Prlp=n]
=1

N

-1
> n-(Pay = P,
=1

n

=1(P—P)+2(PL—P)+...+n(Pr_1 — P)
N-1

= P, —nP,. (4)
n=0

In order to determine the asymptotic behavior of E[p] we need tight bounds on P,. Using
the fact that log(1 — x) < —z for 0 < z < 1, we obtain an upper bound on P,:

n .
P, = exp (Zlog <1 — &))
i=1
( ) )
<exp|—= 1
N i=1

—n?

< exp <2N> .
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To establish a lower bound, we use the fact that log(1 —z) > —2 — 22 for 0 < z < 3, which

can be verified using the Taylor series expansion for log(1 — z).

> exp (—Z <]i[+]@>> :

=1

We now let M = N3/5 and assume n < M. In this range we have

“ i 2 "/ 4

> (5+w) <X (m+v)

=1 =1

n2+n 1
Jee

< S tNTE

n2 1 2 1

— 4+ N 54N s

Son Tt AT

2

n 1

— 4+2N75

<on T 5,

which implies
P, > 7712 (—QN l)
5
n > exXp N exp

= (1+0(1)) exp <;X;> :

We now return to the computation of E[p]. From (4) we have

(5)

[M] N-1
Elp] =Y P+ Y Puto(1)
n=0 n=[M]

where the error term comes from nP, < nexp (_Q—R;) = 0(1) (we use o(1) to denote any term
whose absolute value tends to 0 as N — o0). The second sum is negligible, since

N-1 9
Z P, < Nexp ( - ]2\4—]\7)
n=[M]

= Nexp ( — %N_%)
=o(1).
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For the first sum we have

[M] [M] n?
Z P, = Z(l +0(1)) exp <_2N>
n=0 n=0

= (1+0(1)) /000 e_%dm +O(1)

= (1+ o(1))\/ﬁ/m " du+ O(1)
0

= (1+0(1))V2N(V7/2)
(14 o(1)) /AN, ™)
Plugging (6) and (7) in to (5) yields the desired result. O

Remark 9.4. One can similarly show E[\] = E[o] = 1E[p] = \/7N/8, where 0 = p — \ is
the length of the cycle.

In the baby-steps giant-steps algorithm (BSGS), if we assume that the discrete logarithm
is uniformly distributed over [1, N], then we should use y/N/2 baby steps and expect to
find the discrete logarithm after /N /2 giant steps, on average, using a total of v/2N group
operations. But note that \/7/2 ~ 1.25 is less than V2 ~ 1.41, so we may hope to compute
discrete logarithms slightly faster than BSGS (on average) by simulating a random walk. Of
course the worst-case running time for BSGS is better, since we will never need more than
V2N giant steps, but with a random walk the (very unlikely) worst case is N steps.

9.8 Pollard-p Algorithm

We now present the Pollard-p algorithm for computing log, 8, given 5 € («a); we should
note that the assumption 8 € (a) which was not necessary in the baby-steps giant-steps
algorithm is crucial here. As noted earlier, finding a collision in a random walk is useful
to us only if we know how to express the colliding group elements as independent linear
combinations of & and 8. We thus extend the function f: G — G used to define our random
walk to a function

f:Z/NZ x Z/NZ x G = Z/NZ x Z/NZ x G,

which we require to have the property that if the input (a, b, ) satisfies aa + b3 = =, then
(', V,~") = f(a,b,v) should satisfy a’'a + '8 = ~'.

There are several ways to define such a function f, one of which is the following. We
first fix r distinct group elements d§; = ¢;a+d; 3 for some randomly chosen ¢;,d; € Z/NZ. In
order to simulate a random walk, we don’t want r to be too small: empirically r ~ 20 works
well [15]. We then define f(a,b,7y) = (a+ ¢, b+ d;, v+ ;), where i = h(7) is determined by
a randomly chosen hash function

h: G—{1,...,r}.

In practice we don’t choose h randomly, we just need the preimages h~!(i) to partition G
into r subsets of roughly equal size; for example, we might take the integer whose base-2
representation corresponds to the identifier id(+) € {0,1}™ and reduce it modulo r.5

SNote the importance of unique identifiers. We must be sure that v is always hashed to to the same
value. Using a non-unique representation such as projective points on an elliptic curve will not achieve this.
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To start our random walk, we pick random ag,by € Z/NZ and let vy = apa + bof.
The walk defined by the iteration function f is known as an r-adding walk. Note that if
(@j41,bj41,7vj+1) = f(aj,bj,v;), the value of v;41 depends only on v;, not on a; or bj;, so
the function f does define a walk in the same sense as before. We now give the algorithm.
Algorithm 9.5 (Pollard-p). Given o, N = |a, 5 € () , compute log,, 3 as follows:

1. Compute §; = ¢;a + d; 8 for r ~ 20 randomly chosen pairs ¢;,d; € Z/NZ.

2. Compute vy = apa + by for randomly chosen ag, by € Z/NZ.

3. Compute (a;,bj,v;) = f(aj—1,bj—1,7j—1) for j =1,2,3,..., until v, = v; with k£ > j.

4. The collision v, = ~; implies aja+0b;8 = aro+ by 3. Provided that by, —b; is invertible

in Z/NZ, we return log,, f = ‘Zi:Z: € Z/NZ; otherwise start over at step 1.

Note that if N = |a| is a large prime, it is extremely likely that b, — b; will be invertible. In
any case, by restarting we ensure that the algorithm terminates with probability 1, since it
is certainly possible to have 79 = za and v, = 3, where x = log,, 3, for example. With this
implementation the Pollard rho algorithm is a Las Vegas algorithm, even though it is often
referred to in the literature as a Monte Carlo algorithm, due to the title of [8].

The description above does not specify how we should detect collisions. A simple method
is to store all the v; as they are computed and look for a collision during each iteration.
However, this implies a space complexity of p, which we expect to be on the order of v/N.
But we can use dramatically less space than this.

The key point is that once the walk enters a cycle, it will remain inside this cycle
forever, and every step inside the cycle produces a collision. It is thus not necessary to
detect a collision at the exact moment we enter the cycle, we can afford a slight delay. We
now consider two space-efficient methods for doing this.

9.9 Floyd’s cycle detection method

Floyd’s cycle detection method [5, Ex. 3.1.6, p. 7| minimizes the space required: it keeps
track of just two triples (aj, bjy;) and (ag, by, V%) that correspond to vertices of the walk (of
course it also needs to store ¢;,d;,y; for 0 < i < r). The method is typically described in
terms of a tortoise and a hare that are both traveling along the p-shaped walk. They start
with the same g, but in each iteration the hare takes two steps, while the tortoise takes
just one. We thus modify step 3 of Algorithm 9.5 to compute

(aj,b,75) = flaj—1,bj-1,7j-1)
(aka bka ’Yk:) = f(f(ak‘—lv bk—lv ’Yk:—l))-

The triple (aj,b;7;) corresponds to the tortoise, and the triple (ay,bg,yx) corresponds to
the hare. Once the tortoise enters the cycle, the hare (which must already be in the cycle) is
guaranteed to collide with the tortoise within o iterations, where o is the length of the cycle
(to see this, note that the hare gains on the tortoise by one step in each iteration and cannot
pass the tortoise without landing on it). On average, we expect it to take /2 iterations for
the hare to catch the tortoise and produce a collision, which we detect by testing whether
v; = Yk after each iteration.

The expected number of iterations is thus E[A+0/2] = 3/4 E[p]. But each iteration now
requires three group operations, so the algorithm is actually slower by a factor of 9/4. Still,
this achieves a time complexity of O(\/]V ) group operations while storing just O(1) group
elements, which is a dramatic improvement.
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9.10 The method of distinguished points

The “distinguished points” method (commonly attributed to Ron Rivest) uses slightly more
space, say O(log® N) group elements, for some constant ¢, but it detects cycles in essentially
optimal time (within a factor of 1 4+ o(1) of the best possible), and uses just one group
operation for each iteration, rather then the three required by Floyd’s method.

The idea is to “distinguish” a certain subset of G by fixing a random boolean function
B: G — {0,1} and calling the elements of B~1(1) distinguished points. We don’t want
the set of distinguished points to be too large, since we will store all the distinguished we
encounter during our walk, but we want our walk to contain many distinguished points; say
(log N)€, on average, for some constant ¢ > 0. This means we should choose B so that

#B~ (1) ~ vV N(log N)°.

One way to define such a function B is to hash group elements to bit-strings of length k
via a hash function h: G — {0,1}*, and then let B(y) = 1 if and only if h(7) is the zero
vector. If we set k = % log, N —clog, log N then B~!(1) will have the desired cardinality. An
easy and very efficient way to construct the hash function h is to use the k least significant
bits of the bit-string that uniquely represents the group element. For points on elliptic
curves, we should use bits from the z-coordinate, since this will allow us to detect collisions
of the form ; = £+, (we can determine the sign by checking y-coordinates).

Algorithm 9.6 (Pollard-p using distinguished points).
1. Pick random c¢;,d;, ag,by € Z/NZ, compute §; = c;a + d;3 and v9 = apa + bpS, and
initialize D < 0.
2. Forj=1,2,3,...:
a. Compute (a;,bj,7;) = f(aj—1,bj—1,7j-1)-
b. If B(v;) =1 then
i. If there exists (ax, by, vk) € D with v; = -y then return log, 8 = Zi:g’? if
J

ged(by, — b, N) =1 and restart at step 1 otherwise.
ii. If not, replace D by D U {(a;,bj,7;)} and continue.

A key feature of the distinguished points method is that it is well-suited to a massively
parallel implementation, which is critical for any large-scale discrete logarithm computation.
Suppose we have many processors all running the same algorithm independently. If we have,
say, VN processors, then after just one step there is a good chance of a collision, and in
general if we have m processors we expect to get a collision within O(v/N /m) steps. We can
detect this collision as soon as the processors involved in the collision reach a distinguished
point. However, the individual processors cannot realize this themselves, since they only
know the distinguished points they have seen, not those seen by other processors. Whenever
a processor encounters a distinguished point, it sends the corresponding triple to a central
server that is responsible for detecting collisions. This scenario is also called a A-search,
since the collision typically occurs between paths with different starting points that then
follow the same trajectory (forming the shape of the letter A, rather than the letter p).

There is one important detail that must be addressed: if there are no distinguished
points in the cycle then Algorithm 9.6 will never terminate!

The solution is to let the distinguished set S grow with time. We begin with S = ifl(O),
where h: G — {0,1}* with k = 3logy N — clogylog N.  Every (/mN/2 iterations, we
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decrease k by 1. This effectively doubles the number of distinguished points, and when k
reaches zero we consider every point to be distinguished. This guarantees termination, and
the expected space is still just O(log® N') group elements.

9.11 Current ECDLP records

The current record for computing discrete logarithms on elliptic curves over finite fields
involves a cyclic group with 117-bit prime order on an elliptic curve E/F, with ¢ = 2127
and was set in 2016. The computation was run on 576 XC6SLX150 FPGAs and took about
200 days [1]. The current record for elliptic curves over prime fields was set in 2017 using
the curve E : y2 == 333 + 3 over the 114-bit prime field Fl1957518425389075254535992784167879 with
#E(F,) prime. This computation took advantage of the extra automorphisms of this curve
and took the equivalent of 81 days running on 2000 Intel cores [4]. The record for elliptic
curves over prime fields without extra automorphisms was set in 2009 using a 112-bit prime
order group on an elliptic curve E/F, with p = (2128 —3)/(11-6949); this computation was
run on a cluster of 200 PlayStation 3 consoles and took 180 days [3]. All of these records
were set using a parallel Pollard-rho search and the method of distinguished points.

We should note that for elliptic curves over non-prime fields the non-generic methods we
will discuss in the next lecture (index calculus) can be applied. This changes the situation
dramatically, and it is now practical to solve the discrete logarithm problem on an elliptic
curves over IF, for suitably composite ¢ with thousands of bits. But for elliptic curves over
prime fields we know of no methods other than generic algorithms.

This claim holds even for quantum computers: there are very efficient algorithms for
solving the discrete logarithm problem on an elliptic curve over a prime field, but these
algorithms are generic in the sense that they apply to any group for which the group oper-
ation can be effectively implemented on a quantum computer using unique representations
of group elements, an assumption that is already implicit in our black box model.

9.12 Computing discrete logarithms via the hidden subgroup problem

While we won'’t discuss quantum computing in this course (take 18.435J), let us briefly
describe an efficient generic algorithm for solving the discrete logarithm on a quantum
computer. As first proposed by Peter Shor [10] for computing discrete logarithms in F) and
then generalized by others, this involves a reduction to what is now known as the hidden
subgroup problem (HSP). We are given a finite group G containing a subgroup H along with
a function f: G — S that is constant on cosets of H and maps each coset to a distinct
element of S; here S can be any finite set, but for us S will actually be the group we want
to compute a discrete logarithm in.

The hidden subgroup problem is to compute a set of generators for the unknown group H
using f and group operation in GG. There is an efficient polynomial-time algorithm to solve
this problem on a quantum compute when H is abelian” assuming the group operation in G
can be efficiently implemented on a quantum computer.® We won’t describe the quantum
algorithm for solving the hidden subgroup problem here, our aim is simply to show how it
can be used to easily solve the discrete logarithm problem.

"The hidden subgroup problem for non-abelian groups is still open; even for dihedral groups we do not
have a quantum polynomial-time algorithm.

80ne can encapsulate this assumption by postulating a “quantum black box” that is used by “quantum
generic group algorithms”, just as we did for classical generic group algorithms above.
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To compute the discrete logarithm problem of 8 = o in the cyclic group («) of order N
one defines G, H, S, and f as follows:

G =7Z/NZ x Z/NZ, H = {(z,1)), S = (a), f:G—S
(a,b) — b8 — acx

The computation of f only requires the inputs «, 5 and operations in the group («), it does
not require knowledge of H or the discrete logarithm x we are tying to compute. We can use
the standard double-and-add algorithm to compute f using O(n) group operations. Given
any set of generators for H we can easily recover x. All we need is an element (a,b) € H
with b L N, since x = ab~! mod N; if N is prime any nonzero element of H will do, and in
general we can easily construct such an element as a linear combination of whatever set of
generators our quantum computer gives us.

9.13 A generic lower bound for the discrete logarithm problem

We will now prove an essentially tight lower bound for solving the discrete logarithm problem
with a generic group algorithm. We will show that if p is the largest prime divisor of NV,
then any generic group algorithm for the discrete logarithm problem must use Q(,/p) group
operations. In the case that the group order N = p is prime this bound is tight, since we
have already seen that the problem can be solved with O(v/N) group operations using the
baby-steps giant-steps method, and the Pohlig-Hellman complexity bound O(n log n+n,/p)
shows that it is tight in general, up to logarithmic factors.

This lower bound applies not only to deterministic algorithms, but also to randomized
algorithms: a generic Monte Carlo algorithm for the discrete logarithm problem must use
Q(/p) group operations in order to be correct with probability bounded above 1/2, and the
expected running time of any generic Las Vegas algorithm is Q(,/p) group operations.

The following theorem due to Shoup [11] generalizes an earlier result of Nechaev [7]. Our
presentation here differs slightly from Shoup’s and gives a sharper bound, but the proof is
essentially the same. Recall that in our generic group model, each group element is uniquely
represented as a bit-string via an injective map id: G — {0,1}", where m = O(log|G]).

Theorem 9.7 (Shoup). Let G = («) be group of order N. Let B be a black box for G sup-
porting the operations identity, inverse, and compose, using a random identification
map id: G — {0,1}™. Let A: {0,1}"™ x {0,1}"™ — Z/NZ be a randomized generic group
algorithm that makes at most s — 4[1g N'| calls to B, for some integer s, and let x denote a
random element of Z/N7Z. Then

2

xifT[A(id(oz), id(za)) =z] < 2%’

where T denotes the random coin-flips made by A and p is the largest prime factor of N.

Note that A can generate random elements of G by computing z« for random z € Z/NZ
(using at most 21g N group operations). We assume that A is given the group order N
(this only makes the theorem stronger). The theorem includes deterministic algorithms as a
special case where A does not use any of the random bits in 7. Bounding the number of calls
A makes to B might appear to make the theorem inapplicable to Las Vegas algorithms, but
we can convert a Las Vegas algorithm to a Monte Carlo algorithm by forcing it to halt and
generate a random output if it exceeds its expected running time by some constant factor.
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In order to simplify the presentation we will only prove Theorem 9.7 in the case N = p is
prime; the proof for composite N is an easy generalization of the prime order case, which in
some sense the only case that matters given our O(nlogn+n,/p) upper bound (n = log N).

Proof of Theorem 9.7 for N = p prime. To simplify the proof, we will replace A by an al-
gorithm A’ that does the following:

1. Use B to compute id(Na) = id(0).
2. Simulate A, using id(0) to replace identity operations, to get y = A(id(«), id(zq)).
3. Use B to compute id(ya).

In the description above we assume that the inputs to A are id(«) and id(z«); the behavior
of A" when this is not the case is irrelevant. Note that steps 1 and 3 each require at most
2[logy N — 1 calls to B using double-and-add, so A’ makes at most s — 2 calls to B.

Let v1 = id(«) and 79 = id(xa)). Without loss of generality we may assume that every
interaction between A’ and B is of the form v, = v; +;, with 1 <4, j < k, where 7; and ;
are identifiers of group elements that are either inputs or values previously returned by B
(here the notation v; + v; means that A’ is using B to add or subtract the group elements
identified by v; and ;). Note that A" can invert v; by computing id(0) — ;.

The number of such interactions is clearly a lower bound on the number of calls made
by A’ to B. To further simplify matters, we will assume that the execution of A’ is padded
with operations of the form v, = 71 + 71 as required until £ reaches s.

For k =1,...,s define Fy, = ap X + by, € Z/pZ[X] via:

=1, =X, Fp =F, £ F; (2 <k <s).
Each Fj is a linear polynomial in X that satisfies

where we are abusing notation by writing v = id(gx) in place of gx € G.

Let us now consider the following game, which models the execution of A’. At the start
of the game we set F; = 1, Fo = X, z; = 1, and set z3 to a random element of Z/MZ.
We also set y1 and 7o to distinct random values in {0,1}". For rounds k = 2,3,...,s, the
algorithm A’ and the black box B play the game as follows:

1. A’ chooses a pair of integers i and j, with 1 <4,j < k, and a sign + that determines
Fj, = F; £ F}, and then asks B for the value of v, = 7; £ ;.

2. B sets v, = Y if Fy, = Fj for some k' < k, and otherwise B sets 75 to a random
bit-string in {0,1}" that is distinct from 7 for all &' < k.

After the sth round we pick ¢t € Z/pZ at random and say that A" wins if F;(t) = Fj;(t) for
any I # Fj; otherwise B wins. Notice that the group G also plays no role in the game, it
just involves bit-strings, but the constraints on B’s choice of 7, ensure that the bit strings

Y1,--.,7s can be assigned to group elements in a consistent way. We now claim that
Pr [A(id(a),id(za)) = 2] < Pr [A" wins the game], (8)
z,id,T t,id,m

where the id function on the right represents an injective map G < {0,1}"™ that is compat-
ible with the choices made by B during the game, in other words, there exists a sequence of
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group elements o = a1, az,as, ..., as such that id(e;) = v; and o = o; + «j, where 1, j,
and the sign + correspond to the values chosen by A’ in the kth round.

Any triple (z,id, 7) for which A(id(«),id(za)) = z is also a triple (¢,id, 7) for which A’
wins the game; here we use the fact that A’ always computes ya, where y = A(id(«), id(za)),
so A’ forces a collision to occur whenever A outputs the correct value of z even if A did not
actually encounter a collision (maybe A just made a lucky guess). Thus (8) holds.

We now bound the probability that A’ wins the game. Consider any particular execution
of the game, and let F;; = F; — F;. We claim that for all < and j such that Fj; # 0,

1

PrlFy(1) = 0] < .

(9)
We have Fj;(X) = aX +b for some a,b € Z/pZ with a and b not both zero. If a is zero then
Fij(t) =b#0 for all t € Z/pZ and (9) holds. Otherwise the map [a]: ¢ — at is a bijection,
and in either case there is at most one value of ¢ for which Fj;(t) = 0, which proves (9).
If A’ wins the game then there must exist an Fj; # 0 for which Fj;(t) = 0. Furthermore,
since Fj;(t) = 0 if and only if Fj;(t) = 0, we may assume ¢ < j. Thus
tl%r [A" wins the game] < tlijr [F3j(t) = 0 for some Fj; # 0 with i < j]
7| 7T 7' 7T
< L (4) —
< Y PR =0

1<4,F;#0

< s 1 < i
where we have used the union bound (Pr[A U B] < Pr(A) + Pr(B)) to obtain the sum. [

Corollary 9.8. Let G be a cyclic group of prime order N. Every deterministic generic algo-
rithm for the discrete logarithm problem in G uses at least (v/2+o(1))V/N group operations.

The baby-steps giant-steps algorithm uses (2 + o(1))v/N group operations in the worst
case, so this lower bound is tight up to a constant factor, but there is a slight gap. In fact,
the baby-steps giant-steps method is not quite optimal; the constant factor 2 in the upper
bound (2 + 0(1))v/N can be improved via [2] (but this still leaves a small gap).

Let us now extend Theorem 9.7 to the case where the black box also supports the
generation of random group elements for a cost of one group operation. We first note
that having the algorithm generate random elements itself by computing za for random
z € Z/NZ does not change the lower bound significantly if only a small number of random
elements are used; this applies to all of the algorithms we have considered.

Corollary 9.9. Let G be a cyclic group of prime order N. Every generic Monte Carlo
algorithm for the discrete logarithm problem in G that uses 0(\/N/ log N) random group
elements uses at least (1 + o(1))v/N group operations.

This follows immediately from Theorem 9.7, since a Monte Carlo algorithm is required
to succeed with probability bounded above 1/2. In the Pollard-p algorithm, assuming it
behaves like a truly random walk, the number of steps required before the probability of a
collision exceeds 1/2 is \/2log2 ~ 1.1774, so there is again only a small gap in the constant
factor between the lower bound and the upper bound.

In the case of a Las Vegas algorithm, we can obtain a lower bound by supposing that the
algorithm terminates as soon as it finds a non-trivial collision (in the proof, this corresponds
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to a nonzero Fj; with Fj;(t) = 0). Ignoring the O(log N) additive term, this occurs within m
steps with probability at most m?/(2p). Summing over m from 1 to \/2p and supposing
that the algorithm terminates in exactly m steps with probability (m? — (m —1)2)/(2p), the

expected number of steps is 21/2p/3 + o(,/p).

Corollary 9.10. Let G be a cyclic group of prime order N. FEvery generic Las Vegas
algorithm for the discrete logarithm problem in G that generates an expected o(v/N/log N)
random group elements uses at least (2v/2/3 + o(1))V/'N expected group operations.

Now let us consider a generic algorithm that generates a large number of random ele-
ments, say R = NV3+% for some § > 0. The cost of computing za for R random values
of z can be bounded by 2R + O(N'/3). If we let e = [lg N/3] and precompute ca, c2¢a,
and c2%¢a for ¢ € [1,2¢], we can then compute za for any z € [1, N] using just 2 group
operations. We thus obtain the following corollary, which applies to every generic group
algorithm for the discrete logarithm problem.

Corollary 9.11. Let G be a cyclic group of prime order N. FEvery generic Las Vegas
algorithm for the discrete logarithm problem in G uses an expected Q(V/ N) group operations.

In fact, we can be more precise: the implied constant factor is at least v/2/2.
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10 Index calculus, smooth numbers, and factoring integers

Having explored generic algorithms for the discrete logarithm problem in some detail, we
now consider a non-generic algorithm based on index calculus.! This algorithm depends
critically on the distribution of smooth numbers (integers with small prime factors), which
naturally leads to a discussion of two algorithms for factoring integers that also depend on
smooth numbers: the Pollard p — 1 method and the elliptic curve method (ECM).

10.1 Index calculus

Index calculus is a method for computing discrete logarithms in the multiplicative group of
a finite field. This might not seem directly relevant to the elliptic curve discrete logarithm
problem, but as we shall see when we discuss pairing-based cryptography, these two problems
are not completely unrelated. Moreover, index calculus based methods can be applied to the
discrete logarithm problem on elliptic curves over non-prime finite fields, as well as abelian
varieties of higher dimension (even over prime fields); see [8, 9, 10].2

We will restrict our attention to the simplest case, a finite field of prime order I, ~ Z/pZ,
and let us fix the set of integers in [0, N] with N = p—1 as a set of coset representatives for
Z/pZ. Index calculus exploits the fact that we “lift” elements of Z/pZ to their representatives
in [0, N]NZ.

Z5 5 7/p7~F,

The map Z — Z/pZ is the canonical quotient map given by reduction modulo p, and it is
a ring homomorphism. The “lifting” map from Z/pZ to Z is a section of the quotient map,
which is an injective map of sets but is not a ring homomorphism.> Nevertheless, if we
lift elements from Z/pZ to 7Z, perform a sequence of ring operations in Z, and then reduce
modulo p, we will get the same result as if we had performed the entire sequence of ring
operations in Z/pZ ~ F,. A key feature of working in Z is that we can uniquely factor
integers in [1, N] into prime powers, something that makes no sense in the field Z/pZ where
every nonzero element is a unit and there are no nontrivial prime ideals.

Let us fix a generator « for (Z/pZ)*, and let 8 € () be the element whose discrete
logarithm we wish to compute. For any integer e, we may consider the prime factorization
of the integer a8~ € [1, N] C Z; here we are implicitly lifting a®8~! € Z/pZ to its unique
coset representative in [1, N, as we will continue to do without further comment. When
e = log,, ( this prime factorization will be trivial, but in general we will have

[I75=as7,

where the p; vary over primes and the exponents e; are nonnegative integers. Multiplying
both sides by 8 and taking discrete logarithms with respect to « yields

Z e;log, pi +log, B =e,

f « is a generator for F, then the discrete logarithm of 8 € F,; with respect to « is also called the index
of B (with respect to ), whence the term indez calculus.

2The two are related: if E is an elliptic curve over a finite field F4» for some prime-power ¢, there is an
associated abelian variety of dimension n over F,; known as the Weil restriction of E.

3Indeed, there are no homomorphisms from rings of positive characteristic to rings of characteristic zero
(note that the zero ring has positive characteristic).
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which determines log, S as a linear expression in the discrete logarithms log, p;, where
log,, p; denotes the discrete logarithm of the image of p; under the quotient map Z — Z/pZ.
This doesn’t immediately help us, since we don’t know the values of log, p;. However, if
we repeat this procedure using many different values of e, we may obtain a system of linear
equations that we can try to solve for log, (.

In order to make this feasible, we need to restrict the primes p; to lie in a reasonably
small set. We thus fix a smoothness bound, say B, and define the factor base

PB = {p °p < Bis Prime} = {php?a" '7pb}7

where b = 7(B) is the number of primes up to B (of which there are approximately B/ log B).
Not all choices of e will yield an integer a®3~% € [1,N] C Z that we can factor over our
factor base Pp, in fact most will not. But some choices will work, and for those that do we
obtain a linear equation of the form

e1log, p1 + e2log, p2 + - - - + eplog, pp + log, B = e,

in which at most [lgN| of the e; are nonzero. We may not know any of the discrete
logarithms that appear in this relation, but we can view

e1r1 +eaxg + -+ epxp + Tpyp1 = €

as a linear equation in b + 1 variables 1,9, ..., zp11 over the ring Z/NZ. This equation
has a solution, namely, z; = log, p;, for 1 < ¢ < b, and zp41 = log,, 5. If we collect b+ 1
such equations by choosing random values of e and discarding those for which a¢37! is
not B-smooth, the resulting linear system may determine a unique value zpy 1, the discrete
logarithm we wish to compute.

This system will typically be under-determined; indeed, many of the variables z; may
not appear in any of our relations. But it is quite likely that the value of x341, which is
present in every equation, will be uniquely determined. We will not attempt to prove this
(to give a rigorous proof one really needs more than b+ 1 equations, say, blogb), but it is
empirically true.* This suggests the following algorithm to compute log,, 3.

Algorithm 10.1 (Index calculus). Given 8 € (o) = (Z/pZ)*, compute log, 5 as follows:

1. Pick a smoothness bound B, factor compute the factor base Pg := {p1,...,pp} with
b:=mn(B), and let N :=p— 1.

2. Generate b+ 1 random relations R; = (e;1,€i2,...,€p,1,€;) by picking e € [1, N] at
random and and attempting to factor a®S~! € [1, N] over the factor base Pg. Each
ei,j

successful factorization yields a relation R; with e; = e and a% ! = Hpj

3. Attempt to solve the system defined by the relations R, ..., Ry for zp11 € Z/NZ
using linear algebra (row reduce the corresponding matrix).

4. If xp41 = log,, B is uniquely determined, return this value, otherwise go to step 2.
It remains to determine the choice of B in step 1, but let us first make the following remarks.

Remark 10.2. It is not actually necessary to start over from scratch when 1 is not
uniquely determined, typically adding just a few more relations will be enough.

4When considering potential attacks on a cryptographic system, one should always be willing to make
any reasonable heuristic assumption that helps the attacker.
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Remark 10.3. As noted above, the relations Ry, ..., Ryq will very sparse (at most |lg N |+
1 nonzero coefficients in each), which can speed up the linear algebra step significantly.

Remark 10.4. While solving the system Rj,...,Ryy; we are likely to encounter non-
invertible elements of Z/NZ (for example, 2 is never invertible, since N = p — 1 is even).
Whenever this happens we can use a GCD computation to obtain a non-trivial factorization
N = Ny Ny with Ny and Ny relatively prime. We then proceed to work in Z/N1Z x Z/N2Z,
using the CRT to recover the value of 41 in Z/NZ (recurse as necessary).

Remark 10.5. Solving the system of relations will determine not only x4+ = log,, 3, but
also many x; = log,, p; for p; € Pp, which do note depend on 3. If we are computing discrete
logarithms for many different 5 with respect to the same base «, after the first computation
the number of relations we need is just one more than the number of z; = log, p; that
have yet to be determined. If we are computing discrete logarithms for Q(b) values of 3, we
expect to compute just O(1) relations per discrete logarithm, on average.

An integer whose prime factors are all bounded by B is said to be B-smooth. A large
value of B will make it more likely that a®3~! is B-smooth, but it also makes it more difficult
to determine whether this is in fact the case, since we need to determine all he prime factors
of a®S~1 up to B. We want to balance the cost of smoothness testing against the number
of smoothness tests we expect to need in order to get b+ 1 relations (note that b depends
on B). Let us suppose for the moment that the cost of the linear algebra step is negligible
by comparison (which turns out to be the case, at least in terms of time complexity). If
we choose e € [1, N] uniformly at random then o, and therefore a®3~1, will be uniformly
distributed over (Z/pZ)*, uniquely represented by the set of integers in [1, N]|. To determine
the optimal value of B, we need to know the probability that a random integer in [1, N]| is
B-smooth.

10.2 The Canfield-Erdos-Pomerance Theorem

For positive real numbers x and y, let ¥(z,y) count the y-smooth integers in [1,z]. The
probability that a random integer m € [1,x] is y-smooth is then approximately %1&(1‘,1/).
We want our smoothness bound y to vary as a function of x, so it is standard to define

log
U =
logy

and replace y by z!/.

Theorem 10.6 (Canfield-Erdés-Pomerance). The asymptotic bound
1 1/u —u+o(u)
—(z, ") =u
x

holds uniformly as u,x — oo, provided that u < (1 — €)logx/loglogx for some e > 0.

For a proof on this result along with many other interesting facts about smooth numbers,
we recommend the survey article by Granville [13].
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10.3 Optimizing the smoothness bound

Let us assume that generating relations in step 2 dominates the overall complexity of Al-
gorithm 10.1, and for the moment suppose that we simply use trial-division to attempt to
factor a®B~! over Pp (we will see a more efficient method for smoothness testing shortly).
The expected running time of Algorithm 10.1 is then approximately

b+1)-u*-b-M(logN), (1)
where u = log N/ log B. The four factors in (1) are:

e b+ 1: the number of relations R; that we need;

e u": the expected number of random exponents e we need to try in order to obtain a
B-smooth integer m = a8~ € [1, N];

e b: the number of trial divisions to test whether m is B-smooth (and factor it if it is);

e M(log N): the time for each trial division.

We have b = w(B) ~ B/log B, and if we ignore logarithmic factors we can replace both b+ 1
and b by B and drop the M(log N) factor. We wish to choose u to minimize the quantity

By = N/, (2)
where we have used B* = N to eliminate B. Taking logarithms, it suffices to minimize
2/u, u 2
f(u) =log(N“"u") = —log N + ulogu,
U
so we want to consider solutions to
f(u) = 310 N—l—i—l—lo u+1=0
2% ulN & -
Ignoring the asymptotically negligible terms 1 and %, we would like to pick u so that
u?logu ~ 2log N.

For

u = 2y/log N/loglog N, (3)

we have
1
. (log2 + §(loglog]\7 — logloglogN)) =2log N + o(log N),
as desired. The choice of u in (3) implies that we should use the smoothness bound
1/u 1
B=N"/7"=exp|—logN
u

1
= exp (2\/logNloglogN>

= L[, 1/2].
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Here we have used the asymptotic notation
Ll d] = exp((c + o(1)) (log N)*(loglog N)'~*),
which is commonly used to denote complexity bounds of this form. Note that
Ly[0, ] = exp((c + o(1) loglog N) = (log N )<+o()
is polynomial in log N, whereas
Li[1,¢] = exp((c + o(1))log N) = Neto)

is exponential in log N. For 0 < a < 1 the bound Ly|a,c] is subexponential (in log N).
We also have u" = exp(ulogu) = Ly[1/2, 1], thus the total expected running time is

B2 = Ly[V/2,1/2]% - Ly[l/2,1] = Ly[1/2,2].

The cost of the linear algebra step is certainly no worse than O(b®), which is O(B3), In our
subexponential notation this is Ly[1/2,3/2], which is dominated by the bound above, so our
assumption that the cost of generating relations dominates the running time is justified. In
fact, if we take advantage of the sparseness of the system noted in Remark 10.3, the cost of
the linear algebra step can be bounded by 5(b2). However, in large computations the linear
algebra step is often a limiting factor in practice because it is memory intensive and not as
easy to parallelize as relation finding.

Remark 10.7. As noted earlier, if we are computing many (say at least Ly[l/2,v2/2])
discrete logarithms with respect to the same base «, we just need O(1) relations per 3, on
average. In this case we should choose B = N1/ to minimize Bu* rather than B2u®. This
yields an average expected running time of Ly[1/2, /2] per discrete logarithm.

A simple version of Algorithm 10.1 using trial-division for smoothness testing is imple-
mented in this Sage notebook.

10.4 Improvements

Using the elliptic curve factorization method (ECM) described in the next section, the cost
of testing and factoring B-smooth integers can be made subexponential in B and polynomial
in log N. This effectively changes B?u® in (2) to Bu, and the optimal smoothness bound
becomes B = Ly|l/2,1/v2], yielding a heuristic expected running time of

L[/, V3.

There is a batch smoothness testing algorithm due to Bernstein [3] that for a sufficiently
large set of integers yields an average time per integer that is actually polynomial in log N,
but this does not change the complexity in a way that is visible in our Ly|c, ¢] notation.

Using more advanced techniques, analogous to those used in the number field sieve for
factoring integers, one can achieve a heuristic expected running time of the form

LN[l/?), C]

for computing discrete logarithms in (again using an index calculus approach); see [12].
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In finite fields of small characteristic Fpn =~ Fp[z]/(f(x)), one uses the function field
sieve, where now the factor base consists of low degree polynomials in F,[z] that represent
elements of ) when reduced modulo f(x). This also yields an Ly[/3,c] bound (with a
smaller value of ¢). Under heuristic assumptions, such a bound holds for all finite fields [16].

But this is far from the end of the story. In 2013 Antoine Joux announced an index
calculus approach for finite fields of the form F  with ¢ =~ k that heuristically achieves
an Ly[1/4 4 o(1), ] time complexity [14]. Shortly thereafter a recursive variant of Joux’s
approach was used to obtain a heuristically quasi-polynomial-time complexity of k©(0gk),
which in terms of N = ¢* is bounded by Lyl[e, ] for every e,c¢ > 0. At first glance the
assumption ¢ ~ k might seem restrictive, but even for finite fields of the form Fyr with &
prime it suffices to compute discrete logarithms in the extension field For. with r = [lg k],
which for ¢ = 2" ~ k has the desired form F . Even though we are now working in a larger
field, the £©0°2%) hound is still quasi-polynomial in the input size k, and as a function of
N = 2F it is dominated by Ly/[e, c] for all €,c¢ > 0, hence quasi-polynomial-time.

As of March 2021 the record for computing discrete logarithms in finite fields was set in
the field Fyzo7s0, using about 2900 core-years in 2019 [11]. The record for prime degree finite
fields was set in 2014 in the field Fyi279, using less than 4 core years [15] (this record could
surely be improved), and the record for “safe” prime fields F,, (where (p — 1)/2 is prime),
was set in 2019 for a 795-bit prime p using about 3100 core years [6].

The recent dramatic improvements in computing discrete logarithms in finite fields of
small characteristic has effectively eliminated interest in pairing-based elliptic curve cryp-
tography over such fields. As discussed in Lecture 1, in pairing-based cryptography one
needs to consider the difficulty of the discrete logarithm problem both in the group of ra-
tional points on an elliptic curve over a finite field F, and in the multiplicative group of a
low degree extension of IF,. None of these results have had any impact on the prospects of
pairing-based cryptography over prime fields.”

10.5 The Pollard p — 1 method

In 1974, Pollard introduced a Monte Carlo algorithm for factoring integers [19] that works
astonishingly well when the integer p — 1 is extremely smooth (but in the worst case is no
better than trial division). The algorithm takes as input an integer N to be factored and a
smoothness bound B.

Algorithm 10.8 (Pollard p — 1 factorization).
Input: An integer N to be factored and a smoothness bound B.
Output: A proper divisor of N or failure.

1. Pick a random integer a € [1, N —1].

2. If d = ged(a, N) is not 1 then return d.

3. Set b = a and for each prime ¢ < B:

a. Set b = b* mod N, where ¢! < N < ¢¢. If b =1 then return failure.
b. If d = ged(b— 1, N) is not 1 then return d.

4. Return failure

SQuantum computers are a potential threat, but this is a separate issue; the attacks based on Joux’s
breakthrough all use classical models of computation.
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Rather than using a fixed bound B, we could simply let the algorithm keep running
through primes ¢ until it either succeeds or fails in step 3b. But in practice one typically
uses a very small smoothness bound B and switches to a different algorithm if the p — 1
method fails. In any case, it is convenient to have B fixed for the purposes of analysis.

Example 10.9. Let N = 899 and suppose we pick a = 2 in step 1. Then d = 1 in step 2,
and the table below illustrates the situation at the end of each iteration of step 3.

‘e b d
2 10 605 1
3 7 69 1
5 5 683 31

The algorithm finds the factor 31 of N = 29-31 when ¢ = 5 because #(Z/31)* =30 =2-3-5
is 5-smooth but #(Z/29)* = 28 = 22.7 is not: if we put m = 2'°-37.55 then m is divisible by
#(Z/31Z)* but not by #(Z/29Z)*, and it follows that we always have ¢ = 1 mod 31, but
for most choices of a we will have a™ # 1 mod 29, leading to d = ged(a™ — 1,29 - 31) = 31.
If we had instead used N = 31 - 41 we would have found d = N when ¢ = 5 and failed
because #(Z/417)* = 40 = 23 - 5 has the same largest prime factor as #(Z/31Z)*.

Theorem 10.10. Let p and q be prime divisors of N, and let £, and ¢, be the largest prime
divisors of p—1 and q — 1, respectively. If £, < B and £, < £, then Algorithm 10.8 succeeds
with probability at least 1 — é.

Proof. If a = 0 mod p then the algorithm succeeds in step 2, so we may assume a 1L p. When
the algorithm reaches ¢ = ¢,, in step 3 we have b = a', where m = Hegzp £¢ is a multiple of
p — 1. By Fermat’s little theorem, b = a" = 1 mod p and therefore p divides b — 1. But ¢,
does not divide m, so with probability at least 1 — i we have b £ 1 mod ¢, in which case

1 <ged(b—1,N) < N in step 3b and the algorithm succeeds. O

For almost all values of NV, Algorithm 10.8 will succeed with very high probability given
the smoothness bound B = v/N. But if N is a prime power, or if the largest prime dividing
p — 1 is the same for every prime factor p of N it will still fail, no matter what value of a is
chosen. In the best case, the algorithm can succeed very quickly. As demonstrated in this
Sage notebook, if N = pips where p; and py are 512-bit primes, if p; — 1 happens to be
very smooth then Alogorithm 10.8 can factor N within a few seconds; no other algorithm
currently known can factor this integer N in a reasonable amount of time. However, in the
worst-case the running time is O(7(B) M(log N) log N), and with B = /N the complexity is
O(vV'N M(log N)), the same as trial division (and as noted above, success is not guaranteed).

But rather than focusing on factoring a single integer N, let us consider a slightly different
problem. Suppose we have a large set of composite integers (for example, a list of RSA
moduli®), and our goal is to factor any one of them. How long would this take if we simply
applied the p — 1 method to each integer one-by-one?

For a given value of B, the expected time for the algorithm to achieve a success is

O(m(B)M(log N)log N)

Pr[success]

: (4)

51n fact, many RSA key generation algorithms incorporate specific measures to prevent the type of attack
we consider here. In any case, current RSA keys are necessarily large enough (2048 bits) to be quite safe
from the Ly[1/2,+/2] algorithm considered here.
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Let p be a prime factor of N. The algorithm is very likely to succeed if p — 1 is B-smooth,
since it is very unlikely that all the other prime factors ¢ of N have ¢ — 1 with exactly the
same largest prime factor as p — 1. Let us heuristically assume that integers of the form
p — 1 are at least as likely to be smooth as a random integer of similar size.

By the Canfield-Pomerance-Erdds Theorem, the probability that a random integer less
than N is B-smooth is u~"*t°" where u = log N/log B. If we ignore the o(u) error term
and factors that are polynomial in log N (which will be bounded by o(u) in any case), we
may simplify (4) to

Ny, (5)

This is minimized (up to asymptotically negligible factors) for u = y/21og N/ loglog N, thus
we should use the smoothness bound

B=NY"=exp ((1/\@+0(1))\/m> = Ln[i/2, /v,

where the o(1) term incorporates the o(u) error term and the factors polynomial in log NV
that we have ignored. We also have u* = exp(ulogu) = Ly[1/2,1/v2], and the total expected
running time is therefore

NV = Ly[i/2, Vel Ly [1/2,1/v8) = Ly [1/2, V2.

Thus even though the p — 1 method has an exponential worst-case running time, if we apply
it to a sequence of random integers we achieve a (heuristically) subexponential running time.
But this isn’t much help if there is a particular integer N that we want to factor.

10.6 The elliptic curve method for factoring integers (ECM)

Using elliptic curves we can effectively achieve the randomized scenario envisioned above
while keeping N fixed. The Pollard p — 1 algorithm works in the group (Z/NZ)*, but
we can also think of it as perfoming simultaneous computations in the groups (Z/pZ)* for
primes p|N; it succeeds when one of these groups has smooth order. If we instead take an
elliptic curve £/Q defined by an integral equation 32 = x3 + Az + B that we can reduce
modulo N, we have an opportunity to factor N whenever E(F,) has smooth order, for some
prime p|N. The key difference is that we can vary the curve E while keeping N fixed; we
get a new group E(F),) each time we change E. This is the basis of the elliptic curve method
(ECM), introduced by Hendrik Lenstra [17] in the mid 1980s.

The algorithm is essentially the same as Pollard’s p — 1 method. Rather than exponen-
tiating a random element of (Z/NZ)* to a large smooth power and hoping that it becomes
the identity modulo some prime p dividing N, we instead multiply a random point on an
elliptic curve by a large smooth scalar and hope that it becomes the identity modulo some
prime p dividing N. If this doesn’t happen we switch to a different curve and try again.

As in Pollard’s p — 1 algorithm, we don’t know the primes p dividing N a priori, so
we work modulo N and use GCD’s to find a factor of N. If P is a point on E/Q and
mP = (Qg : Qy : Q) is a multiple of P that reduces to 0 modulo a prime p dividing N,
then p divides ged(Q,, N). Notice that even though we are working with points on an elliptic
curve over Q, we only care about their reductions modulo primes dividing N, so we can keep
the coordinates reduced modulo N throughout the algorithm.

In order to get a proper divisor of N we also need ged(Q,, N) # N. This is very
likely to be the case, so long as P is not a torsion point of E(Q); if P is a torsion point
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it will have the same order modulo every prime divisor of N and we will always have
ged(Q,, N) = N whenever the ged is non-trivial. Given an elliptic curve E/Q, it is generally
hard to find non-torsion points in F(Q), in fact there may not be any.” Instead we pick
integers 7o, yo,a € [1, N — 1] and let b = y2 — 3 — ax. This guarantees that P = (z¢,o)
is a rational point on the elliptic curve E/Q defined by y? = 23 + ax + b. The probability
that P is a torsion point is negligible.® We now give the algorithm, which takes not only an
integer N and a smoothness bound B, but also a bound M on the largest prime factor of

N that we seek to find (as discussed below, this is useful for smoothness testing).

Algorithm 10.11 (ECM).
Input: An integer N to be factored, a smoothness bound B, and a prime bound M.
Output: A proper divisor of N or failure.

. Pick random integers a, zo,yo € [0, N — 1] and set b = y2 — x3 — axy.

. If d = ged(4a® + 270%, N) is not 1 then return d if d < N or failure if d = N.
.Let Q=P = (z9:yp:1).
. For all primes ¢ < B:

= W N =

a. Set Q = £°Q mod N, where ¢! < (v M +1)? < ¢°.
b. If d = ged(Q:, N) is not 1 then return d if d < N or failure if d = N.

5. Return failure.

The scalar multiplication in step 4a is performed using projective coordinates, and while
it is defined in terms of the group operation in E(Q), we only keep track of the coordinates
of @) modulo N; the projective coordinates are integers and there are no inversions involved,
so all of the arithmetic can be performed in Z/NZ.

Theorem 10.12. Assume 4a3+27b? is not divisible by N, and let Py and P» be the reductions
of P modulo distinct primes p1 and py diwviding N, with py < M. Suppose |P1| is £1-smooth
and |Py| is not, for some prime {1 < B. Then Algorithm 10.11 succeeds.

Proof. When the algorithm reaches step 4b with £ = £; we must have Q = mP, where
m = [[,<,, £ is a multiple of | P1|, since | Py is £1-smooth and [Py | < (Vp1+1)? < (VM+1)2%
So @ = 0 mod p;, but Q # 0 mod pa, since |Py| is not ¢;-smooth. Therefore @, is divisible
by p1 but not py and a proper factor d = ged(Q,, N) of N will be found in step 4b. d

If the algorithm fails, we can simply try again. Heuristically, provided N is not a
perfect power and has a prime factor p < M, we will eventually succeed. Factoring perfect
powers can be efficiently handled by the algorithm developed in Problem 1 of Problem Set 3.
Provided N is not a prime power and has a prime factor p < M, Algorithm 10.11 is very
likely to succeed whenever it picks a triple (xg,yo,a) that yields an elliptic curve whose
reduction modulo p has B-smooth order. So the number of times we expect to run the
algorithm before we succeed depends on the probability that #E(F,) is B-smooth.

The integer #E(IF,) must lie in the Hasse interval [p + 1 — 2,/p,p + 1 4 2,/p], which is
unfortunately too narrow for us to apply any theorems on the density of B-smooth integers

"There are standard parameterizations that are guaranteed to produce a curve E /Q with a known point
P € E(Q) of infinite order; see [1], for example. Here we just generate random E and P at random.

8This follows (for example) from the Lutz-Nagell theorem [20, Theorem 8.7], which implies that if yo is
nonzero then y3 must divide 4a® 4+ 27b% = 4a® + 27(x3 + axo)?, which is extremely unlikely.
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(we cannot even prove that this interval contains any primes, and smooth numbers are much
rarer than primes). So to analyze the complexity of Algorithm 10.11 (and to optimize the
choice of B), we resort to the heuristic assumption that, at least when #E(F),) lies in the
narrower interval [p +1— ,/p + 1,p+ 1+ /p], the probability the #E(F,) is B-smooth is
comparable to the probability that a random integer in the interval [p, 2p] is B-smooth.”

One can prove that the probability that #FE(F,) lies in [p +1 — \/p,p + 1+ /p] is
at least 1/2 (this is implied, asymptotically, by the Sato-Tate theorem), and further that
probability that #FE(IF,) takes on any particular value in this interval is Q(1/(,/plogp)).
These facts are both proved in Lenstra’s paper [17]|, and we will be able to prove them
ourselves once we have covered the theory of complex multiplication. This means that we
can make our heuristic assumption independent of any facts about elliptic curves, we simply
need to assume that a random integer in the interval [p + 1 — /p,p + 1 + /p] has roughly
the same probability of being B-smooth as a random integer in the interval [p, 2p].

Under our heuristic assumption, the analysis of the algorithm follows the analysis of
the Pollard p — 1 method. This algorithm takes O(7(B)(log M) M(log N)) time per elliptic
curve, and if N has a prime factor p < M, it will need to try an average of O(u") curves
before it finds a factor. As in §10.5, this implies that the optimal value of B is Ly[1/2,1/v2],
and with this value of B the expected time to factor N is Lys[1/2,v/2] M(log N). In general,
we may not know a bound M on the smallest prime factor p of N a priori, but if we simply
start with a small choice of M and periodically double it, we can achieve a running time of

Lp['/2, V2] M(log N),

where p is the smallest prime factor of V.

A crucial point is that this running time depends almost entirely on p rather than IV, a
property that distinguishes ECM from all other factorization algorithms with heuristically
subexponential running times. There are factorization algorithms such as the quadratic
sieve and the number field sieve that are heuristically faster when all of the prime factors of
N are large, but in practice one first uses ECM to look for any relatively small prime factors
before resorting to these heavyweight algorithms.

The fact that the complexity of ECM depends primarily on the size of the smallest prime
divisor of NV also makes it a very good algorithm for smoothness testing. Testing whether a
given integer N is Ly[l/2, ¢]-smooth using ECM takes just

Ly [1/2, \@} A exp <\/2 log(exp(cy/log N log log N) log log(exp(cy/log N loglog N)>
= exp <\/2c\/1ogN10g log N(1/2 4+ o(1)) log log N)

— exp (Ve + o(1) (log N)/*(log log N)¥*)

=Ly [1/47 \/6}

expected time, which is faster than any other method known.

10

10.7 Efficient implementation

Algorithm 10.11 spends essentially all of its time performing elliptic curve scalar multiplica-
tions modulo N, so it is worth choosing the elliptic curve representation and the coordinate

9 Asymptotically, this is the same as the probability that a random integer in [1,p] is B-smooth.
9As noted earlier, for batch smoothness testing, Bernstein’s algorithm 3] is faster.
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system to optimize this operation. Edwards curves, which we saw in Lecture 2, are an ex-
cellent choice; see [4] for a detailed discussion of how to efficiently implement ECM using
Edwards curves. Another popular choice is Montgomery curves [18]; as explained in [5],
there is a close relationship between Montgomery curves and Edwards curves. These were
originally introduced specifically for the purpose of optimizing the elliptic curve factorization
method but are now used in many other applications of elliptic curves, including primality
proving and cryptography.

10.8 Montgomery Curves
A Montgomery curve is an elliptic curve defined by an equation of the form
By? = 23 + Az? + x, (6)

where B # 0 and A # +2. To convert this to Weierstrass form, let © = Bz and w = B?%y.
Substituting = u/B and y = w/B? in (6) and multiplying by B? yields

w? = u? + ABu? + B,

which is in the form of a general Weierstrass equation. To obtain a short Weierstrass
equation, we assume our base field has characteristic different from 3 and complete the cube
by letting v = u + ATB. We then obtain

w? = u® + ABu® + B%u

3 2
w2—<v—ASB> +AB<U—A33) —i—BQ(v—AgB>

A2B?  A3B3 2A2B?  A3B3 AB?
2 3 2 2 2
=3 — ABv? + - + ABv? — + + B2y —
w v v 3 v 27 v 3 v 9 v 3
A2B2 24333 AB3
2 3 2
=34+ (B2 o+ 220,
e ( 3 )” ( 27 3 )

In order to check that (6) actually defines an elliptic curve, we should verify that it
is nonsingular. We could do these using the coefficients of the curve in short Weierstrass
form, but it is easier to do this directly. We need to determine whether there are any points
(x : y : 2) on the projective curve By?z = z% + Ax?z + 22?2 at which all three partial
derivatives vanish. For any such point we must have

0 0 0

%:3.%24-21432‘24-22:0, 8—y:2Byz:0, E:Byz—(A:c2+2xz):0.
We assume we are working in a field of characteristic not equal to 2 or 3. Suppose that
y # 0. Then the equation for a% gives z = 0, and from a%, we get x = 0. But this is a

contradiction, since the equation for % is not satisfied. On the other hand, if y = 0, then
z = —éw £ 0. We have 322 — A%22 + 14721‘2 = 0, and therefore 3 — %Az = 0, since = # 0.
Thus A? = 4, but we require A # 42 in (6), so this cannot be the case.

10.9 Montgomery curve group law

The transformation of a Montgomery curve to Weierstrass form is a linear transformation
that preserves the symmetry about the y-axis, so the geometric view of the group law remains
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the same: three points on a line sum to zero, which is is the point at infinity. To add points
P, and P, we construct the line PPy (using a tangent when P = P,), find the third
intersection point with the curve, and then reflect over the y-axis to obtain Py = P; 4+ P5.
In this section we compute explicit algebraic formulas for this operation, just as we did for
curves in Weierstrass form earlier in the course.

The cases involving inverses and the point at infinity are easy (we have P — P = 0 and
P+0=0+P=P),solet P, = (x1,y1) and P> = (x2,y2) be two (possibly equal but not
opposite) affine points on the curve whose sum P3 = (z3,y3) we wish to compute. We first
compute the slope m of the line P; Ps.

-y if P # P,
N (7)
m =
373 + 24z, +1
if P1 = P2.
2By

Now we want to intersect the line y—y; = m(z—x;) with the curve equation (6). Substituting
m(x — x1) + y1 in for y, we get

B(m(z —x1) +y1)? = 2° + Az? + 2. (8)

We know x1, 9, and 3 are the three roots of this cubic equation, since P;, P», and —P;
all lie on the curve and the line P;P,. Thus the coefficient of 22 in (8) must be equal to
x1 + x9 + x3. We get a Bm?z? term on the left side of (8) and an Ax? term on the right,
so we have 1 + @2 + 3 = Bm? — A. Solving for 23 and using the equation for PP to
compute —y3, we obtain

x5 = Bm® — (A + 21 + x2) (9)
ys =m(x1 — 3) — Y1
These formulas closely resemble the formulas for a curve in short Weierstrass form, but
with an extra B and A in the equation for x3. However, they have the key property that
they allow us to completely eliminate the y-coordinate from consideration. This is useful
because the y-coordinate is not needed in many applications; we do not need to know the
y-coordinate of a point P in order to determine whether mP = 0 for a given integer m. This
makes the y-coordinate superfluous in applications such as ECM and ECPP.

Let us consider the doubling case first. Plugging in the expression for m given by (7) in
the case P| = P» = (x1,1) into (9) and remembering the curve equation By? = 2%+ Az +x,

(323 + 2Az; +1)?
4B2y}
(322 + 2Az1 +1)% — 4(A + 221) (23 + Az? + 11)
4(x3 4+ Azt + x1)
_ (21 - 1)?
41‘1(33% + Az + 1)7

J}3:B

— (A + 21‘1)

thus we can derive x3 from x7 without needing to know y;. In projective coordinates,
_ (zf — 27)?
4121 (22 + Az121 + 23)
_ (2F — 27)?
4x1z1((371 — 21)2 + (A + 2)1’12’1) '
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Thus we may write

x3 = (z1 + 21)*(x1 — 21)?

41z = (.%'1 + 2’1)2 — (971 - Zl)2 (10)
zg = 4dx121((11 — 21)2 + C(4x121)).

where C' = (A 4 2)/4. Notice that these formulas do not involve y; and they only require 5
multiplications: 3 to compute x3, none to compute 4x121, and 2 more to compute z3. One
of these is a multiplication by the constant C', which may take negligible time if we can
arrange for C' to be small.

Now let us do the same thing for addition:

B =)
(21 — 22)?
x3(x] — :c2)2 = B(y1 — y2)2 —(A+x1 +x2) (21 — x2)2
= Byi + Bys — 2By1ys — (A + x1 + 22)(z1 — 72)?
= —2By1y2 + 2x122(A + 21 + x2) + 71 + 22
= 2By Yo + xo(2? + Axy + 1) + 21 (23 + Azy + 1)

T3 = — (A+ 21+ 12)

T2 Ty
= —2By1ys + —By? + — By
X1 €T

(3323/1 - x1y2)2 (11)
12

=B

This gives us an equation for x3 in P3 = P; + P, but it still involves the y-coordinates of
P, and P». To address this, let us also compute the xz-coordinate x4 of Py = P} — P». The
hard work is already done, we just need to negate ys in the equation for x3. Thus

T2y1 + $1y2)2

2 _ pl
— =B 12
za(r1 — 22) praw. (12)
Multiplying equations (11) and (12) yields
B2(2202 — 1202)2 22Bu? — 22 Bu2)2
w3za(a1 — 22)t = ( 22/12 . 192) _ (w3 3/12 21 Y3)
LT T173)
_ (:c%(x:f + Az? + x1) — 23 (23 + Ax3 + a:Q))2
- ria3
= (v2(2} + Az1 + 1) — 21(23 + Azo + 1))2
= (2923 — 2125 + 29 — 71)*
= ((171 - $2)($1$2 — 1))2 .
Canceling a factor of (z1 — x2)? from both sides gives
1'3.%‘4(.%1 — 1’2)2 = (1‘1]}2 — 1)2, (13)

which does not involve y; or yo (but does require us to know x4).
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We now switch to projective coordinates:

r3 T4 [ T1 T2 2 T1T2 1 2
23 24 21 22 2122

r3 21 (1132 — 2129)°

23 x4 (w122 — 2221)%’

which yields

x3 = 24 [(x1 — 21) (22 + 22) + (21 + 21) (22 — 22)]° (14)

23 = X4 [(wl — 21)(132 -+ ZQ) — (111 -+ Z1)($2 — 22)]2

These formulas require just 6 multiplications, but they assume that we already know the
x-coordinate x4/z4 of P| — P,. But if we structure the double-and-add algorithm for scalar
multiplication appropriately, we can use the formulas in (10) and (14) to efficiently compute
the x-coordinate of the scalar multiple m P using what is known as a Montgomery ladder. We
assume points are represented simply as projective pairs (z : z) that omit the y-coordinate.

Algorithm 10.13 (Montgomery Ladder).
Input: A point P = (21 : z1) on a Montgomery curve and a positive integer m.
Output: The point mP = (2, : 2m)-

1. Let m = Zf:o m;2" be the binary representation of m.
2. Set Q[0] = P and compute Q[1] = 2P (note that P = Q[1] — Q]0]).
3. For i =k — 1 down to O:

a. Q1 —mi] < Q]+ Q[0]  (Using P = Q[1] - Q[0])
b. Q[m;] + 2Q[0]

4. Return Q[O0].

The Montgomery ladder is the usual double-and-add algorithm, augmented to ensure
that Q[1] — Q[0] = P is invariant throughout. A nice feature of the algorithm is that
every iteration of the loop is essentially the same: a Montgomery addition followed by a
Montgomery doubling. This makes the algorithm resistant to side-channel attacks. If we
assume that the input point P is in affine form (x; : 1), then z; = z4 = 1 in the addition
formulas in (14), which saves one multiplication. This yields a total cost of (10+0(1)) logy m
field multiplications for Algorithm 10.13, or only (9 + o(1)) log, m if the constant C' is small
enough to make the multiplications by C negligible. This is faster than using Edwards’
curves (at least in a side-channel resistant configuration where one is not using optimized
doubling formulas).

An implementation of Algorithms 10.11 and 10.13 can be found in this Sage notebook.

10.10 Torsion on a Montgomery Curve

Every Montgomery point has (0,0) as a rational point of order 2 (as with curves in short
Weierstrass form, the points of order 2 are precisely those with y-coordinate 0). This tells us
that not every elliptic curve can be put in Montgomery form, since not every elliptic curve
has a rational point of order 2. In fact, more is true.
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Theorem 10.14. The Montgomery curve E/k defined by By? = x3 + Az® + = has either
three rational points of order 2 or a rational point of order 4 (possibly both).

Proof. The cubic 23 + Az? + z has either one or three rational roots, and these roots are
distinct, since the curve is nonsingular. If it has three roots, then there are three rational
points of the form (z,0), all of which have order 2.

If it has only one root, then 22 + Az + 1 has no roots, so A2 —4 = (A +2)(A —2) is not
a quadratic residue. Therefore one of A+ 2 and A — 2 is a quadratic residue (and the other
is not), so either % or % is a quadratic residue. We will use this fact to find a point
of order 4 that doubles to the 2-torsion point (0,0), which is the unique point on the curve
whose x-coordinate is 0.

To get x3 = 0 in the doubling formulas (10), we must have x; = 42z, equivalently,

r1/2 = £1. Plugging this into the curve equation, we seek a solution to either By? = A +2

or By? = A — 2. But we have already shown that either % or % is a quadratic residue,
so one of these equations has a solution and there is a rational point of order 4. O

Thus, like Edwards curves, the torsion subgroup of a Montgomery curve always has
order divisible by 4. For the purposes of the ECM algorithm this is actually a feature,
since it slightly increases the likelihood that the group order will be smooth. In fact, most
implementations use specific parameterizations to generate curves E/Q that are guaranteed
to have even larger torsion subgroups, typically isomorphic to either Z/127 or Z/27.®Z/8Z;
see [1, 4, 18] for examples (the Z/127Z case is illustrated in the example implementation).

The converse of Theorem 10.14 does not hold; there are elliptic curves with three rational
points of order 2 that cannot be put in Montgomery form. However, every elliptic curve
with a rational point of order 4 can be put in Montgomery form.

Theorem 10.15. Let E: y?> = 2% 4 ax + b be an elliptic curve over a field k. Suppose E(k)
contains a point P of order 4, and let 2P = (x¢,0). Then 3:1:(2) + a is a square in k and E
can be put in Montgomery form E': By? = x® + Ax® + x by setting B = 1/\/31’% +a and
A = 3z9B; the map (z,y) — (B(x — x¢), By) defines an isomorphism from E to E'.

Proof. Let P = (u,v). From the elliptic curve doubling formula, we have

<3u2 + a)2
Ty = —2u

2v
~ (9ut + 6au? + a?) — Bu(u® + au + b)
4(ud + au + b)
B ut — 2au® — 8bu + a?
4(u? + au + b)

Therefore u satisfies
ut — dzogud — 2au® — (daxg + 8b)u — 4bxo + a?=0.
We have 0% = a:g + axg + b, so we can replace b by —x% — axg, yielding
ut — daou® — 2au? + (823 + daxo)u + 4o + 4ax? + a® = 0.

The LHS is a perfect square. If we put u = z + zg we can write this as

(22 — (323 +a))* = 0.
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Now z = u — xg € k, so 22 — (323 + a) must have a root in k. Thus 323 + a is a square,
as claimed, and it is nonzero because g is not a repeated root of :178 + axg +b. Now let
B =1/y/323 +a and A = 3x(B be as in the theorem and let E': By? = 23 + A2? + z.
To check that (x,y) — (B(x — x0), By) defines an isomorphism from E — E’, we plug
(B(z — x0), By) into the equation for E’ and note that
B(By)* = (B(z — 20))” + A(B(z — 20))* + B(z — o)
B%*y? = B*(2® — 3wox® + 3xdx — a3) + 3v0B%(2? — 2xox + 22) + 1 — 20
y? = 2% — ke + 203 + (v — 20) (323 + a)
y2:x3+am—x8—ax0

y? =23+ azx +b.

This also shows that £’ is not singular, since F is not (so we must have A2 # 4). O
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11 Primality proving

In this lecture, we consider the question of how to efficiently determine whether a given
integer NV is prime. This question is intimately related to the problem of factoring N;
without a method for determining primality, we have no way of knowing when we have
completely factored N. This is an important issue for probabilistic factorization algorithms
such as the elliptic curve method (ECM): if we attempt to factor a prime with ECM, the
algorithm will never terminate.

Even if we are able to guarantee termination, there is still the issue of correctness. If a
Monte Carlo algorithm claims that an integer IV is the product of two primes p and g, it is
easy verify that N = pq, but how do we know that this is the complete factorization of N7
We need to be able to prove that p and ¢ are both prime, and we would like to do so in a
way that can be efficiently verified. Factoring is a lot harder than multiplication, and we
might similarly expect that proving an integer is prime is harder than verifying the result,
provided the prover can provide a “paper trail” that can easily verified. This leads to the
notion of a certificate for primality, and these can be constructed using elliptic curves.

11.1 Classical primality tests

The most elementary approach to primality proving is trial division: we attempt to di-
vide N by every integer p < v/N. If no such p divides N, then N is prime. This takes
O(vV'N M(log N)), which is impractical for large N, but it serves as a useful base case for
more sophisticated recursive methods that we will consider.

Remark 11.1. This complexity bound can be slightly improved. Using fast sieving tech-
niques [8, Alg. 3.2.2], we can enumerate the primes p up to v/N in O(v/N log N/loglog N)
time and then perform trial divisions by just the primes p < v/N, rather than every integer
p < V/N. Applying the prime number theorem and the Schénhage-Strassen bound, the
sieving time dominates the cost of the divisions and the overall complexity of trial division
is then O(v/N log N/loglog N).

Many classical primality tests are based on Fermat’s little theorem.
Theorem 11.2 (Fermat). If N is prime, then for all a € Z/NZ:
a” = a.

This implies that if a™ # a for some a € Z/NZ, then N cannot be prime. This gives us
a way to efficiently prove that certain integers are composite. For example, N = 91 is not
prime because
291 = 37 mod 91.

But this does not always work. For example, 341 = 11 - 31 is not clearly not prime, but
2°41 = 2 mod 341.
In this case, using a different value of a will work. If we take a = 3 we find that
3341 = 168 mod 341,

which proves that 341 is not prime.
However, for certain composite integers N there is no choice of a that will work. Thus
even if ¥ = a mod N for every integer a, we cannot be sure that N is prime.
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Definition 11.3. A Carmichael number is a composite integer N such that a® = a mod N
for every integer a.

The first four Carmichael numbers are 561, 1105, 1729, and 2821; see sequence A002997
in the On-Line Encyclopedia of Integer Sequences (OEIS) for more examples, or this site for
statistics regarding the 20,138,200 Carmichael numbers less than 10?'. The largest known
Carmichael number has about 300 billion decimal digits and more than 10 billion distinct
prime factors [5]. The question of whether or not there are infinitely many Carmichael
numbers was open for more than 80 years and finally settled in 1994.

Theorem 11.4 (Alford-Granville-Pomerance). The set of Carmichael numbers is infinite.
Proof. See [6]. O

The infinitude of Carmichael numbers implies that any approach based on Fermat’s
little theorem is doomed to fail for an infinite set of integers. We would like a criterion
that holds if, and only if, N is prime. One candidate is the following theorem, which uses
the Euler function ¢(N) = #(Z/NZ)*, which we recall is multiplicative (meaning that
¢(ab) = ¢(a)p(b) for all a L b), by the Chinese remainder theorem.

Theorem 11.5. A positive integer N is prime if and only if $(N) = N — 1.

Proof. If N is prime every nonzero residue class in Z/NZ is invertible and ¢(N) = N — 1.
Otherwise there is a nonzero residue class that is not invertible and ¢(N) < N — 2. O

One approach suggested by this theorem is to simply compute ¢(N) and check whether
it is equal to N — 1. However, computing ¢(N) is very difficult, in general.! Fortunately,
we can use Theorem 11.5 in a less obvious way, via the following lemma. We restrict our
attention to odd integers greater N > 1, since it is easy to tell whether an even integer is
prime or not (and 1 is not prime).

Lemma 11.6. Let p = 2% + 1 be prime, with t odd, and let a be an integer that is nonzero
modulo p. Exactly one of the following holds:

(i) @' =1 mod p;

(ii) a2t = —1 mod p, for some 0 < i < s.
Proof. Consider the endomorphism ¢: x — z! of the cyclic group (Z/pZ)* of order 2%t;
the kernel and image of ¢ are cyclic subgroups of orders ¢t and 2%, respectively. For each

a € (Z/pZ)*, either a € ker ¢, in which case (i) holds, or ¢(a) = a’ has order 2* for some

0 < k < s, in which case a2" ' has order 2 and must be equal to —1, the unique element of
order 2 in (Z/pZ)*, so (ii) holds with i = k — 1. O

Definition 11.7. Let N = 2%t + 1 be an odd integer, with ¢ odd. An integer a Z 0 mod N
is a witness for (the compositeness of) N if both of the following hold:

(i) a* # 1 mod N (ii) a*! # —1mod N for 0 <i <s.

'Tf N is the product of two primes, it is easy to show that computing ¢(N) is as hard as factoring N,
and under the Extended Riemann Hypothesis, this is true in general [13].
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If a is a witness for an odd integer N > 1, then Lemma 11.6 implies that N is composite.
Prime numbers clearly have no witnesses. It is not immediately clear that every odd com-
posite integer N necessarily has a witness, but this is true. In fact, if we pick a at random
it is quite likely to be a witness, as independently proved by Monier [14| and Rabin [18].

Theorem 11.8 (Monier—Rabin). Let N be an odd composite integer. The probability that
a random integer a € [1, N — 1] is a witness for N is at least 3/4.

The theorem suggests that if NV is composite and we pick, say, 100 random integers
a € [1, N — 1], then we are almost certainly going to find a witness for N. On the other
hand, if N is prime then we will not find a witness. This doesn’t actually prove that N is
prime (unless we try more than 1/4 of all a € [1, N — 1]), but we can at least view it as
strongly supporting this possibility.

Proof.? Let N = 2%t + 1 be an odd composite number with ¢ odd, and let N = q; - - - ¢, be
its unique factorization into prime powers g;. Let b := a’ and let b; := b mod g;. If a is not a
witness then either b = 1 mod NV, in which case b; = 1 mod g; for all j, or b = —1mod N
for some 0 < 7 < s, in which case b?-l = —1mod g¢; for all j. If we put ¢ := —1 in the first
case, then each b; is an element of order 2! in the 2-Sylow subgroup S; of (Z/q;Z)*.

We will bound the probability that every b; is an element of S; of order 201 by 1/4.
Note that b; need not be uniformly distributed modulo ¢;, so some care is required.

Case 1: N is divisible by a square. Then some ¢; = p* with & > 1. Since p is odd,
the group (Z/p*Z)* is cyclic of order ¢(pF) = p*~1(p — 1), and ¢t is coprime to p (since
it is coprime to N), so the probability that b; lies in S; at most 1 /p*~1: this is less than
1/4 except when p* = 32 = 9. For ¢; = 9 we have t = £1 mod 6, and (Z/q;Z)* has order
#(qj) = 6,0 b; € S; = {£1} if and only if @ mod g; lies in S;, which occurs with probability
at most 2/8 = 1/4, since a can take any nonzero value modulo 9.

Case 2: N is a product of r > 3 distinct primes ¢;. Each 2-Sylow subgroup S; is a cyclic
of order 2%, for some k; > 1, and at most half the elements in S; can have any particular
order. If we assume each b; actually lies in S; then they are uniformly distributed in S;
(since t is odd), and the probability they all have the same order is at most 1/4.3

Case 3: N = q1q9 is a product of 2 distinct primes. Let g1 = 2%1¢1+1, and g2 = 2%2t5+1,
with 51 > s9 and ¢1,t2 L 2. Define the random variable X; to be —1 if b; does not lie in S},
otherwise let X; = i where b; has order 2’ in S;. We wish to show Pr[X; = X5 > 0] < 1/4.

Suppose s1 > so. Half the elements in S; have order 25 > 252 50 Pr[0 < X < s9] < 1/2,
and Pr[Xs = X1|0 < X; < s3] < 1/2; therefore Pr[X; = X2 > 0] < 1/4.

Now suppose that so = s5. We have

22t=N-1=qq@p—-1=(@ —1)(g2—1)+ (g1 — 1)+ (g2 — 1) = 2%t1ty + 2°'t; 4 2°%¢ty,

thus if £; divides t then it also divides to, and conversely. It t; and to both divide ¢, then
t1 = to and q1 = ¢, a contradiction. So assume ¢1 {t. Then ¢; # 1 must be divisible by a
power of an odd prime ¢ > 3 that does not divide ¢. It follows that Pr[X; > 0] < 1/3, and
we also have Pr[X; = X3|X; > 0] < 1/2, therefore Pr[X; = X» > 0] <1/6 < 1/4. O

Theorem 11.8 yields the following probabilistic primality test, due to Gary Miller [13]
and Michael Rabin [18]

2The proof we give here is a bit different (and more elementary) than the proofs of Monier and Rabin.
3This rules out all Carmichael numbers, since they all have at least 3 distinct prime factors.
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Algorithm 11.9 (Miller-Rabin). Given an odd integer N > 1:

1. Pick a random integer a € [1, N — 1].

2. Write N = 2%t + 1, with ¢ odd, and compute b = a’ mod N.
If b= +1 mod N, return true (a is not a witness, N could be prime).

3. For 7 from 1 to s — 1:

a. Set b < b?> mod N.
b. If b= —1 mod N, return true (a is not a witness, N could be prime).

4. Return false (a is a witness, N is definitely not prime).

Example 11.10. For N = 561 we have 561 = 2%-35+1, so s = 4 and t = 35, and for a = 2
we find that
235 = 263 mod 561,

which is not -1 mod 561 so we continue and compute

263% = 166 mod 561,
1662 = 67 mod 561,
672 = 1 mod 561.

None of these values is congruent to —1, so a = 2 is a witness for N = 561 and we return
false, meaning that 561 is definitely not prime. Note the contrast with the Fermat test,
which jumps immediately to the last value computed above and does not detect that 561 is
composite.

The Miller-Rabin test is a Monte Carlo algorithm with 1-sided error. If N is prime
the algorithm will always correctly output true, and if N is composite the algorithm will
correctly output false with probability at least 3/4. The running time of the algorithm is
O(nM(n)), quasi-quadratic in n = log N. This makes it extremely efficient, and it is the
most widely used method for testing primality. In practical implementations, one performs
several iterations of the Miller-Rabin test (choosing a new random integer a each time), and
if they all return true, conclude that N is “probably prime”.

But we should be careful how we interpret this. Any particular integer IV is either prime
or not; it makes no sense to say that N is prime with some probability. But if N is a
randomly distributed over some interval, then it does make sense to ask for the probability
that N is prime, given that it passed a Miller-Rabin test. If N is selected from a large
interval, say [1,e!%%] then the probability that N is prime is quite small, approximately
1/1000. In this situation, we need to be careful, since false positives are more likely than
primes. It might appear to require several Miller-Rabin tests before we could say with better
than 50% confidence that a large random integer N is prime. However, the Miller-Rabin
test is far more powerful than Theorem 11.8 suggests.

Theorem 11.11 (Damgéard-Landrock-Pomerance). Let N be a random odd integer in the
interval [2871,2F] and let a be a random integer in [I, N —1]. Then
Pr[N is prime|a is not a witness for N] > 1 —k? - 42-Vk,

Proof. See |9, Thm. 2|. O
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For large N, Theorem 11.11 gives excellent bounds on the probability that a random
integer N is prime, given that it passes a single Miller-Rabin test. For example:

k=256:  1—k2.42Vk—1_9o712
k=4096: 1 —k2.42"VE 1 _9-100

Thus when k is large it only takes a few successful Miller-Rabin tests to become astronom-
ically confident that a randomly chosen integer N is prime.

11.2 Elliptic Curve Primality Proving

We now consider a method to unequivocally prove that a given integer N is prime or com-
posite using elliptic curves. Elliptic curve primality proving (ECPP) was introduced by
Goldwasser and Kilian in 1986 [10]. Like Lenstra’s elliptic curve method (ECM) for integer
factorization [11] which appeared at roughly the same time, it takes advantage of the fact
that elliptic curves provide a way to generate abelian groups of varying orders over a fixed
finite field. To simplify the statement of the Goldwasser-Kilian theorem, we first make the
following definitions.

Definition 11.12. Let P = (P, : P, : P.) be a projective point on an elliptic curve E/Q,
with P, P, P, € Z, and let N be a nonzero integer. If P, = 0 mod N then P is zero mod
N; otherwise, P is nonzero mod N. If ged(P,, N) = 1 then P is strongly nonzero mod N.

Note that if P is strongly nonzero mod N, then P is nonzero mod p for every prime p|N.
When N is prime, the notions of nonzero and strongly nonzero coincide. We now state the
theorem, using A(F) = —16(4A43 + 27B?) to denote the discriminant of an elliptic curve
E:y? = 2% + Az + B in short Weierstrass form.

Theorem 11.13 (Goldwasser-Kilian). Let E/Q be an elliptic curve, and let M, N > 1 be
integers with M > (N4 +1)2 and N L A(E), and let P € E(Q). If MP is zero mod N
and (M/0)P is strongly nonzero mod N for every prime ¢|M then N is prime.

Proof. Suppose for the sake of contradiction that the hypothesis holds and N is composite.
Then N has a prime divisor p < v/N, and E has good reduction at p since N L A(E).
Let M, be the order of the reduction of P on E modulo p. The point M P is zero mod N
and therefore zero mod p, so Mp|M; and we must have M, = M, since (M /{)P is strongly
nonzero mod N and therefore nonzero mod p, for every prime ¢|M. Thus P has order M on
the reduction of £ modulo p, and by the Hasse bound, M < (/p + 1)2. But we also have
M > (N4 +1)2 > (p*/? 4 1)2, which is our desired contradiction. O

In order to apply the theorem, we need to know the prime factors g of M. In particular,
we need to be sure that these ¢ are actually prime! To simplify matters, we restrict ourselves
to the case that M = ¢ is prime, and introduce the notion of a primality certificate.

Definition 11.14. A primality certificate for p is a tuple of integers
(Z%AaByﬂThZ/laCJ)’
where P = (21 : y1 : 1) is a point on the elliptic curve E: y? = 23 + Az + B over Q, the

integer p > 1 is prime to A(E), and ¢P is zero mod p with ¢ > (p'/* 4 1)2.
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Note that P = (x; : y1 : 1) is strongly nonzero mod p, since its z-coordinate is 1.
Theorem 11.13 implies that if there exists a primality certificate (p,...,q) for N = p in
which M = q is prime, then p is prime. Thus a primality certificate (p,...,q) reduces the
question of p’s primality to the question of ¢’s primality. Using a chain of such certificates,
we can reduce to a case in which ¢ is so small that we are happy to test its primality via
trial division. This leads to the following recursive algorithm.

Algorithm 11.15 (Goldwasser-Kilian ECPP). Given an odd integer p (a candidate prime),
and a bound b, with p > b > 5, either construct a primality certificate (p, A, B, z1,y1,q)
with ¢ < (\/p + 1)2/2 or prove that p is composite.

1. Pick random integers A, zg,yo € [0,p — 1], and set B = y2 — 23 — Axy.
Repeat until ged(4A43 + 2782, p) = 1, then define E: y? = 23 + Az + B.

2. Use Schoof’s algorithm to compute the number of points m on the reduction of E
modulo p, assuming that p is prime. If anything goes wrong (which it might if p is
actually composite), or if m ¢ H(p), then return composite.

3. Write m = ¢q, where ¢ is b-smooth and ¢ is b-coarse (all prime factors greater than b).
If c=1or g < (p"/*+1)2, then go to step 1.

4. Perform a Miller-Rabin test on ¢. If it returns false then go to step 1.

5. Compute P = (P, : Py: P,) =c- (x0 : yo : 1) on E, working modulo p.
If ged(P.,p) # 1, go to step 1, else let 1 = P,/ P, mod p and y; = P,/P, mod p.

6. Compute Q = (Qz : Qy : Qz) =q- (z1: y1 : 1) on E, working modulo p.
If @, # 0 mod p then return composite.

7. If ¢ > b, then recursively verify that ¢ is prime using inputs ¢ and b; otherwise, verify
that ¢ is prime by trial division. If ¢ is found to be composite, go to step 1.

8. Output the certificate (p, A,B,xl,yl,q), where B = B mod p is chosen so that we

have y? = 23 + Azy + B (over Z not just modulo p).

Note that step 4 is not strictly necessary, a composite ¢ would eventually be detected
in the recursive call, but it greatly reduces the probability that we will waste time in the
recursive call, which speeds up the algorithm.

When the input to Algorithm 11.15 is prime, it will output a sequence of certificates,
one for each recursive call, that reduce the question of p’s primality to that of a prime ¢ < b
that has been proved prime via trial division. Taken together, the sequence of primality
certificates constitute a primality proof for p. The complexity of this algorithm, and the
complexity of verifying the primality proof it generates, are considered in the problem set,
under the heuristic assumption that the integer m behaves like a random integer of similar
size in terms of its factorization into b-smooth and b-coarse parts.

Without any heuristic assumptions, Goldwasser and Kilian proved that for almost all
inputs p of a given size (all but a subexponentially small fraction), the expected running
time of this algorithm is polynomial in log p. Heuristically, this is believed to be true for all
inputs, but we cannot prove this. Adleman and Huang later came up with a clever work-
around to this problem that yielded an algorithm with a provably polynomial expected
running time for all inputs [4]. Their strategy is to “reduce” the problem of proving the
primality of the given input p that of proving the primality of a larger prime p’ ~ p?. The
key point it that the prime p’ is obtained in a random way that makes it very likely that the
Goldwasser-Kilian algorithm can prove its primality within a polynomial time bound (and
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if this does not happen we can always generate a different p’ and try again). In practice
the algorithm of Adleman and Huang is never used, since it is believed that it in fact it is
always faster to just use the original Goldwasser-Kilian algorithm, no matter what p is, and
the correctness of the Goldwasser-Kilian is guaranteed. But the Adleman-Huang result was
theoretically significant, because it proved that primes could be recognized in polynomial
time by a randomized algorithm (of course we can now do so deterministically, as discussed
below, but this was a major open question at the time).

Remark 11.16. In [4] Adleman and Huang obtain the prime p’ as the order of a randomly
chosen abelian variety Jc of dimension 2 that is associated to a genus 2 curve C over F,
(assuming that p is prime). The abelian variety J¢ is called the Jacobian of the curve C. It
is analogous to the group of points on an elliptic curve (an abelian variety of dimension 1),
except that when C' has genus 2 the “points” on Jgo actually correspond to pairs of points
on the curve C. There is a generalization of Hasse’s theorem due to Weil that implies that
the cardinality of Jc(F,) is on the order of p? and lies within an interval of width = 8p3/2.
This interval is large enough (relative to p?) that we can prove that it contains many primes,
roughly as many as implied by the prime number theorem. Adleman and Huang show that
for a random curve C, the cardinality of Jo(IF)) is reasonably likely to be any one of a large
subset of these primes, yielding a prime p’ that is very likely to be one that the Goldwasser-
Kilian algorithm can certify in polynomial time. In order to make this all work, Adleman
and Huang modify the Goldwasser-Kilian algorithm slightly to make the proportion of bad
inputs even smaller, and they also use the fact that #J¢(IF,) can be computed in polynomial
time using an analog of Schoof’s algorithm due Pila [16].

In fact, the original algorithm of Goldwasser-Kilian is no longer used; there is a much
faster ECPP algorithm due to Atkin and Morain that uses the CM method to construct
an elliptic curve E modulo p with suitable order m (assuming that p is prime), eliminat-
ing the need to generate many random curves, and use of Schoof’s algorithm [3]. Like the
Goldwasser-Kilian algorithm, this algorithm has not been proved to run in expected poly-
nomial time, but in practice it is very fast. When combined with a further optimization
due to Shallit [15], its expected running time is heuristically believed to be O(n*), where
n = log p. This makes it the current method of choice for general purpose primality proving.
We will examine the Atkin-Morain algorithm more closely after we have studied the theory
of complex multiplication.

We should note that there is now a deterministic polynomial-time algorithm for proving
primality due to Agrawal, Kayal, and Saxena [2|. This is an important theoretical result,
but it is not used in practice. The time bound proved in [2] is O(n'??); this can be improved
to O(n%) (see [12]), but even with this improvement it is still much slower than the O(n*)
heuristic complexity of ECPP. There is a randomized version of the AKS algorithm due to
Bernstein [7] that runs in O(n*) time, but the constant factors appear to make it slower
than ECPP, and it requires substantially more memory. The certificates it produces also
take longer to verify.

The current record for general purpose primality proving is for the 40,000 partition
number p(1289844341) (the number of ways one can write 1289844341 as a sum of positive
integers), which, as long suspected and now proved, happens to be prime. This record was
set by Paul Underwood using an optimized version of the ECPP algorithm in February 2020
(see [17] for an up-to-date list of ECPP records). There are of course much larger integers
that have been proved prime (for example, the 24 million digit Mersenne prime 282589933 1)
but these are all of a form that permits specialized O(nQ)—time algorithms to be used. There
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are also specialized forms of elliptic curve primality proving that run in O(nz)—time and
these have been used to prove the primality of some large primes that no non-elliptic curve
based method can feasibly handle [1].
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12 Endomorphism algebras

The key to improving the efficiency of elliptic curve primality proving (and many other
algorithms) is the ability to directly construct an elliptic curve E/F, with a specified number
of rational points, rather than generating curves at random until a suitable curve is found.
To do this we need to develop the theory of complex multiplication. As a first step in this
direction we introduce the endomorphism algebra of an elliptic curve and classify the possible
endomorphism algebras of an elliptic curve.

Recall from Lecture 6 that the endomorphism ring End(F) of an elliptic curve E/k
consists of the isogenies from FE to itself, together with the zero morphism; addition is
defined point-wise and multiplication is composition. The ring End(F) is not necessarily
commutative, but its center (elements that commute with every other element of the ring)
always contains the multiplication-by-n maps [n]; there form a subring of End(E) isomorphic
to Z. We will identify this subring with Z, and may write n rather than [n] without risk of
confusion: note that n¢g = ¢+ -- -+ ¢ is the same as [n] o ¢. We thus have Z C End(FE), but
this inclusion is not necessarily an equality. The following facts about End(E) were proved
in Lecture 6:

e End(F) has no zero divisors;

deg: End(E) — Z>¢ defined by a — deg «v is multiplicative (with deg0 := 0);

e degn =n? for all n € Z C End(E);

each o € End(E) has a dual & € End(E) with ad = o = dega = deg @, and & = a;
e n=n for all n € Z C End(E);

a/—i—\ﬁ =&+ [ and &B = Ba for all a, B € End(E);

o tra:= a + & satisfies tra = tr & and tr(a + ) = tra + tr 3;

tra =dega+1—deg(aw—1) € Z for all o € End(FE);

e a and & are the roots of the characteristic equation 22 — (tr o)z + dega € Z[z].

These facts imply that the map ¢ +— ¢ is an involution of End(FE).

Definition 12.1. An anti-homomorphism ¢: R — S of rings is a homomorphism of their
additive groups that satisfies (1) = 1g and p(af) = p(B)p(«) for all o, € R. An
involution (or anti-involution) is an anti-homomorphism ¢: R — R that is its own inverse:
@ o is the identity map.

An involution of a commutative ring is an automorphism of order 2.

12.1 The endomorphism algebra of an elliptic curve

The additive group of End(FE), like all abelian groups, is a Z-module. Recall that if R is a
commutative ring, an R-module M is an (additively written) abelian group that admits a
scalar multiplication by R compatible with its structure as an abelian group. This means
that for all o, 8 € M and r, s € R we have

(r+s)a=ra+ sa, ra+rf=r(a+p), r(sa) = (rs)a, la =«

(one can check these conditions also imply 0w = 0 and (—1)a = —a).
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The ring End(FE) is not only a Z-module. Like all rings, it has a multiplication that is
compatible with its structure as a Z-module, making it a Z-algebra. For any commutative
ring R, an (associative unital) R-algebra A is a (not necessarily commutative) ring equipped
with a ring homomorphism R — A that maps R into the center of A.! In our situation
the map Z — End(F) sending n to [n] is injective and we simply view Z as a subring of
End(E) that necessarily lies in its center. When we have a ring A with an involution that
is also an R-algebra, we typically require the involution to fix R, so that we may view it as
an R-algebra involution; this holds for the involution a — & on our Z-algebra End(E).

We now want to “upgrade” our Z-algebra End(F) to a Q-algebra (in other words, a Q-
vector space with a multiplication that is compatible with its structure as a vector space),
To do this we take the tensor product of End(FE) with Q.

Definition 12.2. The endomorphism algebra of E is End®(E) := End(E) ®z Q.

Recall that for a commutative ring R, the tensor product A @ g B of two R-modules A
and B can be defined as the R-module generated by the formal symbols a ® 8 with a € A
and B € B, subject to the relations

(+0)®@B =0 @PB+a®f, a®(fi+h) =a@pfi+a®b, ra®f=a®rf=r(a®ps),

for aj, a0 € A, B1,P82 € B and r € R. The elements of A ®g B are finite sums of pure
tensors a @i 5. We can use the relations above to simplify these sums. In general not every
element of A ®r B can be reduced to a pure tensor, but in our situation this is in fact the
case (see Lemma 12.5 below). The tensor product behaves quite differently than the direct
product (for example, A x 0 = A but A ®pz 0 = 0), but we do have a canonical R-bilinear
map ¢: Ax B — A®p B defined by («, 8) — a® . This map is universal in the sense that
every R-bilinear map of R-modules ¥: A x B — C can be written uniquely as a composition

AxB —*5 Aop B

\ lH!
P ~

C

This universal property can also be taken as a definition of the tensor product (without
guaranteeing its existence).

When A and B are not only R-modules but R-algebras, we give the tensor product
A ®pg B the structure of an R-algebra by defining multiplication of purse tensors

(a1 ® B1)(a2 ® B2) = a1 @ 132

and extending linearly; this means we can compute (3, a; ® 5;)(3_; a; ® B;) using the
distributive law. The multiplicative identity is necessarily 14 ® 1. The R-algebras A
and B can be canonically mapped to A ®g B viaa— a®1p and §— 14 ® 5. These maps
need not be injective; indeed, A ® g B may be the zero ring even when A and B are not.

Example 12.3. The tensor product Z/27 ®yz 7Z./37Z is the zero ring. To see why, note that
for any pure tensor a ® 8 we have
a®@f=a® -20=2aR =00 —-B=0®0=0.

'Here we consider only associative unital algebras; one can define a more general notion of an R-algebra
that is not necessarily a ring (Lie algebras, for example).
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Example 12.4. If V is a k-vector space with basis (v, ..., v,) and L/k is any field extension,
then V ®j L is an L-vector space with basis (v1 ® 1,...,v, ® 1); multiplication by scalars
in L takes place on the RHS of each pure tensor. This implies that if V' is a k-algebra of
dimension n, then V ®;, L is an L-algebra of dimension n.

Lemma 12.5. Let R be an integral domain with fraction field B, and let A be an R-algebra.
Every element of A ®@r B can be written as a pure tensor a @ 3.

Proof. 1t suffices to show that oy ® 51 + ag ® B2 can be written as asz ® f3. Let 51 = r1/s9
and fo = 1r9/s9 with r1,79, 81,82 € R. Then

a1®61+a2®ﬂ2=a1®—+a2®5—
2

7182 7251
=01 — +a® —

1 1
= (r1s20q1) @ — + (resjag) @ —
S189 5152
1

= (risao + ras1aa) @ —
s182

so we may take oz = 115201 + 1r9s1a and fg = 1/(s182). O

The lemma implies that every element of End’(E) = End(E) ®7 Q can be written as
¢ @1 for some ¢ € End(F) and r € Q; to simplify notation we will simply use r¢ to denote
¢ ® r. Note that this representation is not unique (if ¥’ = r/n and ¢/ = n¢ then r'¢ = r¢).
The only difference between r¢, with » € Q, and n¢, with n € Z, is that the former is not
necessarily an endomorphism, but if we multiply ra by the denominator of r» we will get an
element of End®(E) that corresponds to an endomorphism.

The canonical homomorphisms End(F) — End’(E) and Q — End’(E) are injective,
because End(FE) and Q are torsion-free Z-algebras, so we may identify both End(E) and Q
with corresponding subrings of End’(F) that intersect in Z. Every element of End’(E) has
an integer multiple that lies in the subring End(E), and the subring Q lies in the center
of End’(E), which makes End’(E) a Q-algebra. We also note that End’(E) has no zero
divisors: if (r¢)(r'¢') = rr’¢¢’ = 0 then either 7’ = 0 or ¢¢’ = 0, so one of r, ', ¢, @' is zero
(since Q and End(F) have no zero divisors); this implies that one of r¢ or r'¢’ is zero.

12.2 The Rosati involution and the reduced norm and trace

We now extend the involution o + & on End(E) to End®(E) by defining 7a = rda for all
r € Q. This implies that # =7 for all r € Q (take o= 1) and therefore & = a holds for all
o € End’(E). We also have af = Bé and o + ﬂ = G+ for all a, 8 € End’(E), since these
hold for elements of End(E) and scalars are fixed by a — & and commute. Thus the map
o+ & is an involution of the Q-algebra End®(E), and it is known as the Rosati involution.

The Rosati involution allows us to extend the notions of degree and trace on End(FE) to
a norm and a trace defined on all of End’(E).

Definition 12.6. Let o € End’(E). The (reduced) norm of o is Naw = a@ and the (reduced)
trace of v is T = a + &.2

2Na and To are often called the reduced norm and reduced trace and may be denoted Nrd @ and Trd o
to distinguish them from the more general notion of norm and trace in a Q-algebra, which involve taking
the determinant or trace of the Q-linear transformation 3 +— a3 (this coincides with the reduced norm and
trace when dimg End”(E) = 2, but not otherwise). We shall only consider the reduced norm and trace.
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We now show that Na and Ta lie in Q, and prove some other facts we will need.

Lemma 12.7. For all a € End®(E) we have Na € Qso, with Na = 0 if and only if o = 0.
We also have N& = Na and N(a3) = NaNg for all o, 8 € End’(E).

Proof. Write a = r¢, with r € Q, ¢ € End(E). Then Na = ad = r?deg¢ > 0. If r or ¢ is
zero then @ = 0 and Nav = 0, and otherwise Naw > 0. We have aN& = ada = (Na)a = aNa,
so N& = Na when a # 0 (since End’(E) has no zero divisors), and N& = Na = 0 when
o = 0. Finally, for any a, 8 € End(E) we have

N(af) = aBaB = affa = a(NB)a = adNB = NaN§B. n
Corollary 12.8. FEvery nonzero a € EndO(E) has a multiplicative inverse o L.

Proof. If we put 8 = &/Na, then a8 = Na/Na = 1 and Ba = Na/Na=1,s0 B =a~ L. O

The corollary implies that End®(E) is a division ring; it satisfies all the field axioms
except that multiplication need not be commutative. This means that End®(E) is a field if
and only if it is commutative.

Lemma 12.9. For alla € End’(E) we have Taé = Ta € Q. For anyr € Q, o, 8 € End’(E)
we have T(a + ) = Ta+ TS, and T(ra) = rTa.

Proof. We first note that T& =@+ & =a +a = a+ & = Ta, and
Tao=a+a=14ad¢—(1—-a)(l-a&)=1+Na—-N(1-«a) Q.
We also have
T(a+8)=a+B8+a+B=a+B+a+f=a+a+pB+5="Ta+TB

and
T(ra) =ra+ra=ra+ar =ra+ar=ra+ra=r(a+a) =rTa,

since Q lies in the center of End’(E) and is fixed by the Rosati involution. O

Lemma 12.10. Let a € End®(E). Then o and & are roots of the polynomial
2% — (Ta)z + Na € Q[z].

Proof. We have

2 —ala+a) +ad = a? — (Ta)a + Na,

0=(a—a)(a—a) =«
and similarly for &, since T = Ta and N& = Na. O

Corollary 12.11. For any nonzero a € EndO(E), if Tae = 0 then a®> = —Na < 0. An
element o € EndO(E) is fized by the Rosati involution if and only if a € Q.

Proof. The first statement follows immediately from a? — (Ta)a + Na = 0. For the second,
we have 7 = r for r € Q, and if & = @ then Ta = a+ & = 2a, so a = (Ta)/2 € Q. O
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12.3 Quaternion algebras

Before we can give a complete classification of the possible endomorphism algebras EndO(E)
that can arise, we need to introduce quaternion algebras.

Definition 12.12. A quaternion algebra over a field k is a k-algebra that has a k-basis of
the form {17047670‘B}7 with 052762 € k* and aff = —fa.

Let H be a quaternion algebra over a field k. Then H is a 4-dimensional k-vector space
with basis {1, a, 8, «f}, and we may distinguish the subspace k¥ C H spanned by 1, which
does not depend on the choice of @ and 8. The complementary subspace Hy (spanned by
a, B, af) is the space of pure quaternions. Every v € H has a unique decomposition of the
form a 4+ v with a € k and vy € Hy. The element 4 := a — g is the conjugate of . If v is
a pure quaternion then 4 = —~, and for v € k£ we have 4 = ~.

The map « — 4 is an involution of the k-algebra H, and we define the (reduced) trace
T :=~v+ 4 and (reduced) norm N+ := ~4, both of which lie in k. It is easy to check that
T~ = T4 and Ny = N#, the trace is additive, the norm is multiplicative, and for a € k we

have Ta = 2a and Na = a2.

Lemma 12.13. A quaternion algebra is a division ring if and only if Ny = 0 implies v = 0.

Proof. Let v be a nonzero element of a quaternion algebra H. Then 4 # 0 (since 0 = 0 # )
If H is a division ring, then = has an inverse v~ and 7 "'Ny = v 71§ =4 # 0, so Ny # 0.
Conversely, if Ny # 0 then 7(5/Nv) = 1 and (4/Nv)y = 1, so v has an inverse §/N~, which
implies that H is a division ring. O

Example 12.14. The most well known example of a quaternion algebra is the ring of
Hamilton quaternions (or Hamiltonians) H: the R-algebra with basis {1,7,7,4j}, where
i? = j2 = —1 and ij = —ji (the product ij is often denoted k). This was the first example
of a noncommutative division ring and has many applications in mathematics and physics.

Remark 12.15. The elements i, j € H have the same characteristic polynomial 22 + 1, but
they are not conjugate; in fact, #2 + 1 has infinitely many solutions in H (one can take any
x = bi + cj + dk with b2 + % +d? = 1).

Example 12.16. Let H = Ma(k) be the ring of 2 x 2 matrices over a field k with

1 0 0 1 0 1 0 —1
(o B =) = (Be) =)

then o? = 82 =1 € kX and a3 = —fBa, so H is a quaternion algebra, but it is not a division

ring, by Lemma 12.13, since N(14+«a) = (1 +a)(1 —a) = 0 but 1+« # 0. Every quaternion
algebra that is not a division ring arises in this way. Such quaternion algebras are said to
be split, while those that are division rings are called non-split.

12.4 Classification theorem for endomorphism algebras

Theorem 12.17. Let E/k be an elliptic curve. Then End®(E) is isomorphic to one of:

(1) the field of rational numbers Q;
(ii) an imaginary quadratic field Q(a) with o < 0;
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(iii) a quaternion algebra Q(o, B) with o, 3% < 0.

Proof. We always have Q C End’(E), and if Q = End’(E) we are in case (i).
Otherwise, let a be an element of End’(E) not in Q. By replacing o with a — %Ta, we
may assume without loss of generality that Ta = 0, since

T <a— ;Ta> =Ta— %TTa:Ta— %2Ta:0,

where TTa = 2T« because Ta € Q. Now o < 0, by Corollary 12.11, and Q(«) C End®(E)
is an imaginary quadratic field. If Q(a) = End®(E) then we are in case (ii).

Otherwise, let 3 be an element of End’(E) not in Q(a). As with a, we may assume
without loss of generality that T3 = 0 so that 32 < 0. By replacing 3 with

T(ap)

202

ﬁ_

a (1)

we can also assume T(af) = 0 (to check, multiply (1) by a and compute the trace; replac-
ing 8 with (1) does not change its trace because Taw = 0). Thus Ta = T = T(af) = 0.
This implies a = —&, 8 = —,5’, and af = —&B = —Bd. Substituting the first two equalities
into the third yields a8 = —fBa. Applying this together with the fact that o? < 0 and
B2 < 0 lie in Q, it is clear that {1,q, 3, a3} spans Q(a, B) as a Q-vector space.

To show that Q(a, 3) is a quaternion algebra, we need to show that 1, «, 3, and «f3
are Q-linearly independent. By construction, 1, «, S are linearly independent, moreover,
B & Q(«) by definition, which implies o & Q(f), since Q(8) = {r + s8 : r,s € Q} (because
(% € Q). Now suppose for the sake of contradiction that

aff =a+ ba+ cf,

for some a,b,c € Q. We must have a,b,c # 0, since §,af € Q(a) and o ¢ Q(3). Squaring
both sides yields

(aB)? = (a® + b*a® + 25?) + 2a(ba + cfB) + be(af + fa).

The LHS lies in Q, since T(af) = 0, as does the first term on the RHS, since Ta = T = 0.
The last term on the RHS is zero, since a5 = —fa. Thus d := 2a(ba + ¢f) lies in Q, but
then 8 = (d — 2aba)/(2ac) lies € Q(a), a contradiction.

Thus Q(a, ) € End’(E) is a quaternion algebra with a2, 5% < 0. If Q(«, 8) = End’(E)
then we are in case (iii).

Otherwise, let vy be an element of End’(FE) that does not lie in Q(a, 8). As with 3, we
may assume without loss of generality that Ty = 0 and T(avy) = 0, which implies ay = —7ya.
Then afy = —fay = fya, so a commutes with 8. By Lemma 12.18 below, 8y € Q(«).
This implies v € Q(«, 8), contrary to our assumption that v & Q(«, 3). O]

Lemma 12.18. If a, 8 € End®(E) commute and o ¢ Q then € Q(a).

Proof. As in the proof of the Theorem 12.17, we can transform « and § so that Ta =
TS = T(afB) = 0, and therefore a5 = —fBa; this involves replacing o with o — r and then
replacing 8 with § — s — ta for some r, s,t € Q; if @ and § commute then so do all Q-linear
combinations, so the hypothesis still holds. We then have a8+ Ba = 2a8 = 0, which implies
a=0or =0, since End’ (E) has no zero divisors. We cannot have a = 0, since o € Q, so

B=0¢€Q(a). O
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Remark 12.19. In the proofs of Theorem 12.17 and Lemma 12.18 we never used the fact
that End’(E) is the endomorphism algebra of an elliptic curve. Indeed, one can replace
End’(E) with any Q-algebra A possessing an involution o +— & that fixes Q such that the
associated norm Na = a& maps nonzero elements of A to positive elements of Q; all other
properties of End’(E) that we used can be derived from these.

Having classified the possible endomorphism algebras End’(E), our next task is to clas-
sify the possible endomorphism rings End(E). We begin with the following corollary to
Theorem 12.17.

Corollary 12.20. Let E/k be an elliptic curve. The endomorphism ring End(E) is a free
Z-module of rank r, where r = 1,2, 4 is the dimension of EndO(E) as a Q-vector space.

Recall that a free Z-module of rank r is an abelian group isomorphic to Z".

Proof. Let us pick a basis {ej,...,e,} for End’(E) as a Q-basis with the property that
T(eie;) = 0 unless i = j (use the basis {1,a} when End’(E) = Q(«a) and {1, a, 3, ¢} when
End’ = Q(a, 8), where o and j3 are constructed as in the proof of Theorem 12.17). After
multiplying by suitable integers if necessary, we can assume without loss of generality that
e1,...e, € End(E) (this doesn’t change T(e;e;) = 0 for i # j).

For any Z-module A C End’(E) we have an associated dual Z-module

A* :={a € End*(E) : T(a¢) € Z Yp € A}.

Note that A* is closed under addition and multiplication by integers (if T(a¢), T(B¢) € Z
then T(mag¢ + nB¢) € Z for all m,n € Z), so A* is also a Z-module. It is clear from the
definition that if A and B are any Z-modules in End(E)", then A C B implies B* C A*
(making A bigger imposes a stronger constraint on A*).

Now let A be the Z-module spanned by eq,...,e, € End(E). Then A C End(F), and
therefore End(E)* C A*. We also note that End(E) C End(E)*, since T(a¢) € Z for all
a,¢ € End(E). Thus

A CEnd(F) C End(E)" C A",

We can write any o € A* C End’(E) as aje; + --- + a,e, for some ay,...,a, € Q (since
e1,...,e is a Q-basis for End’(E)). For each e; we then have

T(ae;) = a1T(ere;) + -+ + a, T(ere;) = a;T(e?),
since T(eje;j) = 0 for i # j, and T(ae;) = a;T(e?) € Z since a € A* and e; € A. Thus a; is
an integer multiple of 1/T(e?), and it follows that {e1/T(e?),...,e,/T(e2)} is a basis for A*
as a Z-module, which is therefore a free Z-module of rank r, as is A (both are torsion free
because End’(E) is torsion free). It follows that End(F) and End(E)* both free Z-modules
of rank 7, since they are both contained in and contain a free Z-module of rank r (every
subgroup of Z" is isomorphic to Z* for some 0 < s < r).3 O

Definition 12.21. An elliptic curve E for which End(E) % Z is said to have complex
multiplication.

3More generally, if R is a principal ideal domain (PID) then every submodule of a free R-module of rank r
is free of rank s < r. This fails when R is not a PID (submodules of a free module need not be free)
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It follows from Theorem 12.17 that if E has complex multiplication then End’(E) is
either an imaginary quadratic field or a quaternion algebra. Each element of End(E) that
does not lie in Z is the root of quadratic polynomial in Z[z] that has no real roots, which
we could view as a complex number (an algebraic integer, in fact). Elements ¢ of End(FE)
that lie in Z correspond to multiplication by some integer n, and we may view elements of
End(F) that do not lie in Z as “multiplication” by some complex number that corresponds
to an algebraic integer that is a root of the characteristic polynomial of ¢.

12.5 Orders in Q-algebras

Definition 12.22. Let K be a Q-algebra of finite dimension r as a Q-vector space. An
order O in K is a subring of K that is a free Z-module of rank r. Equivalently, O is a
subring of K that is finitely generated as a Z-module and satisfies K = O ®z Q.

Note that an order is required to be both a lattice (a free Z-module of maximal rank)
and a ring; in particular it must contain 1.

Example 12.23. The integers Z are the unique example of an order in Q. Non-examples
include the even integers, which is a lattice but not a ring, and the set {a/2" : a,n € Z},
which is a ring but not a lattice (because it is not finitely generated as a Z-module).

It follows from Corollary 12.20 that the endomorphism ring End(F) is an order in the
Q-algebra End’(E). Note that if End’(E) = Q, then we must have End(E) = Z, but in
general there are many infinitely many non-isomorphic possibilities for End(E).

Every order lies in some mazimal order (an order that is not contained in any other);
this follows from an application of Zorn’s lemma, using the fact that elements of an order
necessarily have monic minimal polynomials. In general, maximal orders need not be unique,
but when the Q-algebra K is a number field (a finite extension of Q), this is the case. In
view of Theorem 12.17, we are primarily interested in the case where K is an imaginary
quadratic field, but it is just as easy to prove this for all number fields. We first need to
recall a few standard results from algebraic number theory.

Definition 12.24. An algebraic number « is a complex number that is the root of a poly-
nomial with coefficients in Q. An algebraic integer is a complex number that is the root of
a monic polynomial with coefficients in Z.

Two fundamental results of algebraic number theory are (1) the set of algebraic integers
in a number field form a ring, and (2) every number field has an integral basis (a basis whose
elements are algebraic integers). The following theorem gives a more precise statement.

Theorem 12.25. The set of algebraic integers O in a number field K form a ring that is
a free Z-module of rank r, where r = [K : Q] is the dimension of K as a Q-vector space.

Proof. See Theorem 2.1 and Corollary 2.30 in [1] (or Theorems 2.9 and 2.16 in [3]).* O

Theorem 12.26. The ring of integers O of a number field K is its unique mazimal order.

4The proof of the second part of this theorem is essentially the same as the proof of Corollary 12.20;
instead of the reduced trace in End®(E), one uses the trace map from K to Q, which has similar properties.
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Proof. The previous theorem implies that Ok is an order. To show that it is the unique
maximal order, we need to show that every order O in K is contained in Og. It suffices to
show that every a € O is an algebraic integer. Viewing O as a Z-lattice of rank r = [K : Q],
consider the sublattice generated by all powers of a. Let [81,...,[5,] be a basis for this
sublattice, where each (; is a Z-linear combination of powers of a. Let n be an integer
larger than any of the exponents in any of the powers of « that appear in any 3;. Then
a"=cp1+ -+ ¢Br, for some ¢y, ..., c, € Z, and this determines a monic polynomial of
degree n with «a as a root. Therefore « is an algebraic integer. O

Finally, we characterize the orders in imaginary quadratic fields, which are the number
fields we are most interested in.

Theorem 12.27. Let K be an imaginary quadratic field with ring of integers Og. The
orders O in K are precisely the subrings Z + fOk, where f is any positive integer.

Proof. The maximal order O is a free Z-module (a lattice) of rank 2 that contains 1, so
it has a Z-basis of the form [1,7] for some 7 € Z. Let O = Z + fOk. It is clear that O is
a sub-lattice of O that properly contains Z, hence it is of rank 2. The Z-module O is a
subset of the ring O and contains 1, so to show that O is a ring it suffices to show that it
is closed under multiplication. So let a + fa and b+ ff be arbitrary elements of O, with
a,b€Z and o, € O. Then

(a4 fa)(b+ fB) =ab+ afB +bfa+ f2af = ab+ f(aB +ba + faB) € O,

since ab € Z and (af+ba+ faf) € Ok. So O is a subring of K. To see that O is an order,
note that O ®z Q = O ®7,Q = K.

Now let O be any order in K. Then O is a rank-2 sub-lattice of Ox = [1, 7] that contains
1, so O must contain an integer multiple of 7. Let f be the least positive integer for which
fr € O. The lattice [1, f7] lies in O, and we claim that in fact O = [1, fr]. Any element
a of O must lie in Ok and is therefore of the form o = a + br for some a,b € Z. The
element b7 = o — a then lies in O, and the minimality of f implies that f divides . Thus
O=[,fr]=2Z+ fOk. O

Remark 12.28. In the theorem above we never actually used the fact that the quadratic
field K is imaginary; in fact, the theorem holds for real quadratic fields as well.

The integer f in Theorem 12.27 is called the conductor of the order O = Z + fOk. It
is equal to the index [O : O], which is necessarily finite.
References
[1] J.S. Milne, Algebraic number theory, course notes, version 3.06, 2014.
[2] J.H. Silverman, The arithmetic of elliptic curves, second edition, Springer 2009.

[3] I. Stewart and D. Tall, Algebraic number theory and Fermat’s last theorem, third edition,
A.K. Peters, 2002.
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13 Ordinary and supersingular elliptic curves

Let E/k be an elliptic curve over a field of positive characteristic p. In Lecture 6 we proved
that for any nonzero integer n, the multiplication-by-n map [n] is separable if and only if n
is not divisible by p. This implies that the separable degree of the multiplication-by-p map
cannot, be p? = deg|[p], it must be either p or 1, meaning that its kernel E[p] is either cyclic
of order p or trivial. The terms ordinary and supersingular distinguish these two cases:

E is ordinary < Elp|~Z/pZ.
E is supersingular <= E[p] = {0}.

We now want to explore this distinction further, and relate it to our classification of
endomorphism algebras. In the previous lecture we showed that End’(E) := End(E) ®7 Q
has dimension 1,2, or 4 as a Q-vector space, depending on whether EndO(E) is isomorphic
to Q, an imaginary quadratic field, or a quaternion algebra.

Before we begin, let us recall some facts about isogenies proved in Lectures 5 and 6. We
assume throughout that we are working in a field k of positive characteristic p.

1. Any isogeny a can be decomposed as o = aep © ™", Where ayep is separable, and 7 is
the (purely inseparable) p-power Frobenius map 7: (z:y: z) — (2P : yP : 2P).

If @ = agep o 7" then deg, a := deg agep, deg; o := p", and dega = (deg, a)(deg; o).
We have # ker a = deg, o (so E is supersingular if and only if deg,[p] = 1).

We have deg(a o 8) = (deg «v)(deg 3), and similarly for deg, and deg;.

A

A sum of inseparable isogenies is inseparable and the sum of a separable and an
inseparable isogeny is separable (a sum of separable isogenies need not be separable).

6. The multiplication-by-n map [n] is inseparable if and only if p|n.

Recall that an isogeny « is purely inseparable when deg,a = 1, equivalently, when
ker« = {0}. Thus an elliptic curve is supersingular if and only if the multiplication-by-p
map [p| is purely inseparable. This makes it clear that the property of being ordinary or
supersingular is invariant under base change: if E/k is an elliptic curve over k and L/k is
any field extension, the separable degree of [p] on E, does not depend on L.

Warning 13.1. As noted in the previous lecture, in this course the ring End(FE) consists of
endomorphisms defined over k; if we wish to refer to endomorphisms defined over k we will
write End(E},) or refer to the geometric endomorphism ring (or algebra). Many authors use
End(E) to denote End(E}), but this distinction is important.*

The property of being ordinary or supersingular is an isogeny invariant.

Theorem 13.2. Let ¢: E1 — FEs be an isogeny of elliptic curves. Then E7 is supersingular
if and only if Es is supersingular (and Ey is ordinary if and only if Es is ordinary).

'For example, there are algorithms that apply to any elliptic curve E/F, for which End(E) is an imaginary
quadratic field, but one often finds them written under the strictly stronger assumption that F is ordinary.
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Proof. Let p1 € End(E;) and py € End(E2) denote the multiplication-by-p maps on E;
and FEs, respectively. We have ppogdp=¢ + -+ ¢ = ¢ o py, thus

p2o g =¢op
deg,(p2 0 ¢) = deg,(¢ o p1)
deg,(p2) deg,(¢) = deg,(¢) deg,(p1)
deg,(p2) = deg,(p1).

The elliptic curve Ej; is supersingular if and only if deg,(p;) = 1; the theorem follows. O

In what follows we will often want to refer to the image of E under the p-power Frobenius
isogeny (2 :y: 2) = (xP : yP : 2P) which will shall denote E®). When E is defined over T,
we will have E®) = F and 7 will be the Frobenius endomorphism 7z, but in general E®
is the elliptic curve obtained by taking an equation for E and raising each coefficient to the
pth power (it does not matter which equation we pick, the curve E®) is well-defined up to
isomorphism). We similarly define E(9 to be the image of the g-power Frobenius isogeny.
Note that [p] = 77 is purely inseparable if and only if 7 is purely inseparable (since 7 is
always purely inseparable), thus E is supersingular if and only if 7 is purely inseparable.

In order to simplify the presentation we will often assume p > 3 and use short Weierstrass
equations y? = 23 + Az + B to define our elliptic curves, but except for where explicitly
noted otherwise, all results in this lecture also hold in characteristic 2 and 3. An advantage
of using short Weierstrass equations is that it allows us to put isogenies in our standard
form (Zg;, :8&:)) y), with u,v, s,t € k[z] chosen so that u L v and s L t.

We also note that [p] = w7, where 7 is the dual of the p-power Frobenius isogeny 7. The
multiplicativity of separable degrees implies that [p] is purely inseparable if and only if 7 is
(since 7 is always purely inseparable) and deg @ = p is prime, so 7 is purely inseparable if
and only if it is inseparable. Thus F is supersingular if and only if 7 is inseparable, a fact
we will use to shorten the proofs that follow.

13.1 Ordinary/supersingular elliptic curves over finite fields

Theorem 13.3. An elliptic curve E/Fy is supersingular if and only if tr mg = 0 mod p.

Proof. If E is supersingular then [p] = 77 is purely inseparable, in which case 7 is insepa-
rable, as are " = 7" = 7 and 7 = 7. Their sum [tr 7] = mp + TE is then inseparable,
so p must divide tr g, equivalently, tr 7z = 0 mod p.

Conversely, if tr 7y = 0 mod p, then [tr mg] is inseparable, as is 7g = [tr 7g] — 7g. This
means that 7" and therefore 7 is inseparable which implies that E' is supersingular. O

Corollary 13.4. Let E/F, be an elliptic curve over a field of prime order p > 3. Then E
is supersingular if and only if trmg = 0, equivalently, if and only if #E(F,) =p+ 1.

Proof. By Hasse’s theorem, |tr7g| < 2,/p, and 2,/p < p for p > 3. O

Warning 13.5. Corollary 13.4 does not hold for p < 3; there are supersingular curves over
Fo and F3 with nonzero Frobenius traces.

This should convince you that supersingular curves over I, are rare: there are ~ 4,/p
possible values for tr g, all but one of which correspond to ordinary curves.
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Theorem 13.6. Let E be an elliptic curve over a finite field Fy and suppose g & Z. Then
End’(E) = Q(ng) ~ Q(V/D) is an imaginary quadratic field with D = (tr7g)? — 4q. This
applies in particular whenever q is prime, and also whenever E is ordinary.

Proof. The Frobenius endomorphism 7g is a root of its characteristic polynomial

2% — (trmg)z + deg p,
with discriminant D = (trwg)? — 4degm = (trwg)? — 4q, so Q(ng) ~ Q(vVD). The
assumption 7 ¢ Z implies 7 ¢ Q, since 7 is an algebraic integer, and that tr(rg)? # 4q,
so D < 0 (by the Hasse bound) and Q(7g) is an imaginary quadratic field.

We can write any o € End’(F) as o = s¢ with s € Q and ¢ € End(E). Writing ¢ as
d(z,y) = (r1(z),r2(z)y) in standard form, we have

(907mE)(2,y) = (ri(z?), ra(29)y?) = (r1(2)?, r2(2)"y?) = (7E¢)(z,y),

thus ¢, and therefore «, commutes with 7g. Therefore & € Q(7g), by Lemma 12.18, so
End’(E) = Q(rg) as claimed. O

Corollary 13.7. Let E be an elliptic curve over Fy with ¢ = p". If n is odd or E is ordinary,
then End®(E) = Q(7g) ~ Q(V/D) is an imaginary quadratic field with D = (tr7g)? — 4q.

Proof. If mp € Z then D = (trng)? — 4degmg = 0 and 2,/q = £trmg € Z, which is
possible only if ¢ is a square and tr mg is a multiple of p, in which case n is even and F is
supersingular. The corollary then follows from Theorem 13.6. O

If E/F, is an ordinary elliptic curve, or more generally, whenever 7g ¢ 7Z, the subring
Z|mg] of End(E) generated by mg is a lattice of rank 2. It follows that Z[rg] is an order
in the imaginary quadratic field K := End’(E), and is therefore contained in the maximal
order Ok (the ring of integers of K). The endomorphism ring End(E) need not equal Z[rg],
but the fact that it contains Z[rg| and is contained in Ok constrains End(E) to a finite set
of possibilities. Recall from Theorem 12.27 that every order O in K is characterized by its
conductor O : O].

Theorem 13.8. Let E/F, be an elliptic curve for which End®(E) is an imaginary quadratic
field K with ring of integers Ok . Then

and the conductor of End(E) divides [Ok : Z[rg]).
Proof. Immediate from the discussion above. O

Remark 13.9. Theorem 13.8 implies that once we know tr 7 (which we can compute in
polynomial time using Schoof’s algorithm), which determines End’(E) ~ K = Q(v/D)
and the orders Ok and Z[rg], we can constrain End(E) to a finite set of possibilities
distinguished by the conductor f := [Ok : End(E)]. No polynomial-time algorithm is known
for computing the integer f, but there is a Las Vegas algorithm that has a heuristically
subexponential expected running time [1]. This makes it feasible to compute f even when ¢
is of cryptographic size (say q ~ 22°6).
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Remark 13.10. Tt will often be convenient to identify End®(E) with K and End(E) with an
order O in K. But we should remember that we are actually speaking of isomorphisms. In
the case of an imaginary quadratic field, there are two distinct choices for this isomorphism.
This choice can be made canonically, see [3, Thm. I1.1.1], however this is not particularly
relevant to us, as we are going to be working in finite fields where we cannot distinguish the
square roots of D in any case. We thus accept the fact that we are making an arbitrary choice
when we fix an isomorphism of End’(E) with K by identifying mg with, say, (t + v/D)/2
(as opposed to (t — v/D)/2).

Before leaving the topic of of ordinary and supersingular curves, we want to prove a
remarkable fact: while over any algebraically closed field there are always infinitely many
non-isomorphic elliptic curves, only a finite number can be supersingular. To prove this we
first introduce the j-invariant, which will play a critical role in the lectures to come.

13.2 The j-invariant of an elliptic curve

As usual, we shall assume we are working over a field k& whose characteristic is not 2 or 3,
so that we can put our elliptic curves E/k in short Weierstrass form 3? = 2% + Az + B.

Definition 13.11. The j-invariant of the elliptic curve E: y? = 23 + Az + B is

4A3
4A3 4+ 27B%
Note that the denominator of j(F) is nonzero, since it is the discriminant of the cubic
23 + Az + B, which has no repeated roots. There are two special cases worth noting: if
A =0 then j(A, B) =0, and if B = 0 then j(A, B) = 1728 (note that A and B cannot both
be zero). The j-invariant can also be defined for elliptic curves in general Weierstrass form,
which is necessary to address fields of characteristic 2 and 3; see [2, II1.1].2

The key property of the j-invariant j(F) is that it characterizes E up to isomorphism
over k. Before proving this we first note that every element of the field k is the j-invariant
of an elliptic curve defined over k.

§(E) = j(A,B) = 1728

Theorem 13.12. For every jo € k there is an elliptic curve E [k with j-invariant j(E) = jo.

Proof. We assume char(k) # 2,3; see |2, III.1.4.c| for a general proof. If jy is 0 or 1728 we
may take E to be y? = 23+ 1 or y? = 23+ 1, respectively. Otherwise, let E/k be the elliptic
curve defined by y? = 22 + Az + B where

A = 3o (1728 — jo),
B = 25(1728 — jo)>.
We claim that j(A, B) = jo. We have

4A3
(A B) =1728————
J(4, B) 4A3 {272
_ 1798 4-3353(1728 — jo)?
- 4-3353(1728 — jo)3 + 27 - 2252(1728 — jo)*
Jo
—1728— 29
jo + 1728 — jo
= jo. O

2 As noted in the errata, there is a typo on p. 42 of [2]; the equation by = a? —4ay should read by = a? —4as.
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We now give a necessary and sufficient condition for two elliptic curves to be isomorphic.
An isomorphism ¢ of elliptic curves is an invertible isogeny, equivalently, an isogeny of
degree 1 (the dual isogeny gives an inverse isomorphism, since (ﬁ(ﬁ = qggb = 1). Recall from
Lecture 5 that an isogeny between elliptic curves that are defined over k is assumed to be
defined over k (hence representable by rational functions with coefficients in k), and we say
that two elliptic curves are isogenous over an extension L of k to indicate that the isogeny
is defined over L (strictly speaking, it is an isogeny between the base changes of the elliptic
curves to L). As we saw in problem 3 of Problem Set 1, elliptic curves that are isomorphic
over k need not be isomorphic over k.

Theorem 13.13. Elliptic curves E: y?> = 23+ Az + B and E': y* = 2>+ Az + B’ defined
over k are isomorphic (over k) if and only if A" = u*A and B' = u°B, for some pu € k.

Proof. Let ¢: E — E’ be an isomorphism in standard form ¢(x,y) = (r1(z),re(z)y) with
r1,72 € k(z). Since ¢ is an isomorphism, its kernel is trivial, so r; and 9 must be polyno-
mials, by Lemma 4.27 and Corollary 4.28. Thus r1(z) = ax +b for some a,b € k with a # 0.
Substituting into the curve equation for E’, we have

ro(x)?y? = (azx +b)* + A'(ax + b) + B
ro(x)*(2® + Az + B) = (ax +b)* + A'(ax +b) + B'.

By comparing the degrees of the polynomials on both sides, we see that ry(z) must be
constant, say ro(x) = c¢. Comparing coefficients of #? shows that b = 0, and comparing
coefficients of 3 shows that ¢ = a3; thus a = (¢/a)? and ¢ = (c/a)?. If we let p = c/a € k*
then we have
po(a® + Az + B) = pa® + A'(pPz) + B,

and it follows that A’ = y*A and B’ = u®B as claimed.

Conversely, if A’ = y*A and B’ = ;B for some p € k*, then the map ¢: E — E’
defined by ¢(x,y) = (u?z, u®y) is an isomorphism, since it is an isogeny of degree 1. O]

We are now ready to prove the theorem stated at the beginning of this section.

Theorem 13.14. Let E and E’ be elliptic curves over k. Then E and E' are isomorphic
over k if and only if j(E) = j(E'). If j(E) = j(E') and the characteristic of k is not 2
or 3 then there is a field extension K/k of degree at most 6, 4, or 2, depending on whether
J(E)=0, j(E)=1728, or j(E) # 0,1728, such that E and E' are isomorphic over K.

Remark 13.15. The first statement is true in characteristic 2 and 3 (see [2, IIL.1.4.b]),
but the second statement is not; one may need to take K/k of degree up to 12 when k has
characteristic 2 or 3.

Proof. We assume char(k) # 2, 3. Suppose E: =234+ Ax+Band F': y?> =234+ Az + B
are isomorphic over k. For some p € k* we have A’ = y*A and B’ = 5B, by Theorem 13.13.
We then have

Ay _ires A
(u*A)3 +27(uSB)2 4A3 +27B?

J(AB) = 1728 = j(A, B).

For the converse, suppose that j(A, B) = j(A’, B) = jo. If jo =0 then A= A’ =0 and
we may choose u € K*, where K /k is an extension of degree at most 6, so that B’ = u°B
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(and A" = y*A = 0). Similarly, if jo = 1728 then B = 0 and we may choose 1 € K>, where
K/k is an extension of degree at most 4, so that A’ = y*A (and B’ = u®B = 0). We may
then apply Theorem 13.13 to show that F and E’ are isomorphic over K (by extending the
field of definition of E and E’ from k to K).

We now assume jo # 0,1728. Let A” = 350(1728 —jo) and B” = 25y (1728 —70)?, as in the
proof of Theorem 13.12, so that j(A”, B") = jo. Plugging in jo = 1728 - 443 /(4A3 + 27B?),
we have

A" =3. 172847143 (1728 - 17284A3>
443 4 27B? 443§ 2TB?
4A3.271B> [ 2T3AB \°
(4A3 +27B2)2 <4A3 + 2732> ’
3

4A 4A3 2
B'=92.1728— (1728 — 1728 ———— ___
[y ey < 72811 84A3+27B2>

, 4A%.272BY  / 2735AB \°
(443 4+27B2)3 ~ \ 443 + 27B2

= 3.1728>

=2-1728

Plugging in jo = 1728 - 44”3 /(4 A" + 27B'?) yields analogous expressions for A” and B”
in terms of A" and B’. If we let

[ 2'3%AB 4A + 278"
T \aar e )\ orsae )

then A’ = u?A and B’ = u>B. We now choose 1 € K*, where K /k is an extension of degree
at most 2, so that we have g2 = u. Then A’ = p*A and B’ = ;5B and Theorem 13.13
implies that E and E’ are isomorphic over K. O

Note that while j(E) = j(A, B) always lies in the minimal field k£ containing A and B,
the converse is not necessarily true. It could be that j(A, B) lies in a proper subfield of k
(squares in A can cancel cubes in B, for example). In this case we can construct an elliptic
curve E’ that is defined over the minimal subfield of k that contains j(E) such that E’ is
isomorphic to E over k (but not necessarily over k).

13.3 Supersingular elliptic curves

Theorem 13.16. Let E be a supersingular elliptic curve over a field k of characteristic
p>0. Then j(E) lies in F2 (and possibly in |, ).

Proof. Since E is supersingular, 7 is purely inseparable, so T = freepm With deg e, = 1. We
thus have [p] = A7 = FeepT?, SO fsep iS an isomorphism EP) & R By Theorem 13.13,
2

J(E) = j(EW)) = j(A” | BY") = j(A, By = j(E)"".

Thus j(E) is fixed by the p?-power Frobenius automorphism o: x 2P of k. Tt follows that
J(E) lies in the subfield of k fixed by o, which is either IF» or I, depending on whether &
contains a quadratic extension of its prime field or not; in either case, j(£) lies in Fj2. O

Remark 13.17. Note that this theorem applies to any field k of characteristic p, not just
finite fields. Thus in any field k of positive characteristic, the number of k-isomorphism
classes of supersingular elliptic curves is finite (it certainly cannot exceed #[F,» = p?). In
fact, there are at most |{5| 4 11; see [2, Thm. V.4.1].
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Theorem 13.18. Let E be a supersingular elliptic curve over a field k of characteristic p.
Then End’(Ey,) is a quaternion algebra.

Proof. Without loss of generality we can assume k = k, so that End(E;) = End(E). Let
us suppose for the sake of contradiction that EndO(E) is not a quaternion algebra. Then
End(FE) is isomorphic to Z or an order in an imaginary quadratic field Q(v/D), where we
may assume D < 0 is squarefree. We claim there are infinitely many odd primes ¢ that are
not the degree of any ¢ € End(E). This is obvious if End(E) ~ Z, since deg[n] = n? is a
square , and if End(E) is an order in Q(v/D) and £ is the degree of ¢ then the polynomial
22 — (tr¢)x + £ has a root in End’(E) ~ Q(+v/D), which implies

tr(¢)? — 40 = v*D

for some integer v, and D must be a square modulo £. There are infinitely many primes
¢ # p for which this is not true (these are the primes that do not split in the quadratic field
Q(V'D)). Solet £1,4s, ... be an infinite sequence of odd primes different from p that are not
the degree of any ¢ € End(FE).

For each ¢; we may construct a separable isogeny ¢;: E — FE; of degree ¢; defined over
k whose kernel is a cyclic subgroup of order ¢; contained in E[¢;] using Vélu’s formulas
(see Theorem 5.15). The elliptic curves E; are all supersingular, by Theorem 13.2, and
Theorem 13.16 implies that only finitely many of them have distinct j-invariants. By The-
orem 13.14, over k we must have an isomorphism ¢: E; —» E; for some distinct ¢ and j.
Let us now consider the endomorphism ¢ := <Z7j oro¢; € End(E) of degree £;¢;. The degree
of this endomorphism is not a square, so End(E) % Z and we have End’(E) ~ Q(v/D). As
above we must have

tr(p)? — 40;4; = v*D,

for some integer v, which implies that D is a square modulo ¢; (and ¢;), a contradiction. [

When £ is a finite field, the converse of Theorem 13.18 is implied by Theorem 13.6, but
in fact the converse holds in general.

Theorem 13.19. Let E be an elliptic curve over a field k of characteristic p for which
End®(Ey) is a quaternion algebra. Then E is supersingular.

Proof. Without loss of generality, we may assume k is algebraically closed, since the property
of being supersingular, defined by E[p] = {0}, is invariant under base change, as is End®(E}).
Let «, 8 € End(FE) by nonzero endomorphisms that satisfy a5 = —fa so that af + fa =0
(such a, § exist because End(F) is a quaternion algebra).

Now suppose E is ordinary. Then E[p"| = (P) ~ Z/p"Z for some point P € E(k) of
order p™. We then have a(P) = aP and (P) = bP for some integers a and b. If we choose
n > vy(deg o) + vp(deg B) + 1 where v, denotes the p-adic valuation (the exponent of the
largest p-power divisor), then ab+ ba = 2ab must be nonzero modulo p, since & must send P
to a point of order at least p™~?(®) and similarly for 3 (and we handled p = 2 by adding 1).
But this contradicts a8 + fa = 0, so E cannot be ordinary. O

Corollary 13.20. Let E be an elliptic curve over a finite field of characteristic p. FEither E
is supersingular, tr 1y = 0 mod p, and EndO(EFq) s a quaternion algebra, or E is ordinary,
trmg #Z 0 mod p, and EndO(EFq) = EndO(EFq) is an imaginary quadratic field.

Warning 13.21. If E is a superingular elliptic curve over F), (or any odd degree extension),

then End’(E) is an imaginary quadratic field (by Corollary 13.1), even though End’ (Eﬁp)
is a quaternion algebra.
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14 Elliptic curves over C (part I)

We now consider elliptic curves over the complex numbers. Our first goal is to prove the Uni-
formization Theorem, which establishes an explicit correspondence between elliptic curves

over C and tori C/L defined by lattices L in C:

1. Every lattice L can be used to define an elliptic curve E/C.
2. Every elliptic curve E/C arises from a lattice L.

3. If E/C is the elliptic curve corresponding to the lattice L, then there is an isomorphism
c/L -2 E/C

that is both analytic (as a mapping of complex manifolds) and algebraic: addition of
points in E(C) corresponds to addition in C modulo the lattice L.

To make the correspondence explicit, we need to specify the map ® from C/L and
an elliptic curve E/C. This map is parameterized by elliptic functions, specifically the
Weierstrass g-function and its derivative. We will begin by studying general properties of
elliptic functions in §14.1 and Kisenstein series in §14.3, then specialize to the Weierstrass
p-function in §14.4 and construct the map ® in §14.5. Our presentation generally follows
that in |2, Ch. 3, §10|, but we will fill in some more details for the benefit of those who have
not taken a course in complex analysis.

Once we have fleshed out this correspondence, we will have a powerful method to con-
struct elliptic curves with desired properties. The arithmetic properties of lattices over C
are usually easier to understand than those of the corresponding elliptic curve. In particular,
by choosing an appropriate lattice, we can construct an elliptic curve with a given endomor-
phism ring. In the case of elliptic curves over C, the endomorphism ring must either be Z
or an order @ in an imaginary quadratic field (a fact we will prove). The order O may be
viewed as a lattice, and we will see that the elliptic curve corresponding to the torus C/O
has endomorphism ring O.

This has important implications for elliptic curves over finite fields. If we choose a suit-
able prime p, we can reduce an elliptic curve E/C with complex multiplication to an elliptic
curve E,/IF, with the same endomorphism ring @. The endomorphism ring determines,
in particular, the trace of the Frobenius endomorphism 7g, (up to a sign), which in turn
determines #E,(F,) = p4+1—tr(ng,). This allows us to construct elliptic curves over finite
fields that have a prescribed number of rational points, using what is known as the CM
method. As we will see, this has many practical applications, including cryptography and a
faster version of elliptic curve primality proving.

14.1 Elliptic functions

We begin with the definition of a lattice in the complex plane.

Definition 14.1. A lattice L = [wy,ws] is an additive subgroup wiZ + weZ of C generated
by complex numbers w; and ws that are linearly independent over R.

Example 14.2. Let 7 be the root of a monic quadratic equation z? + bx + ¢ with integer
coefficients and negative discriminant. Then the lattice [1, 7] is the additive group of an
imaginary quadratic order O = Z[7]. Conversely, if O is an imaginary quadratic order Z[7],
then the additive group of O is the lattice [1, 7].

Lecture by Andrew Sutherland



If we take the quotient of the complex plane C modulo a lattice L, we get a torus C/L.
Note that this quotient makes sense not just as a quotient of abelian groups, but also as
a quotient of topological spaces (where C has its usual Euclidean topology and L has the
discrete topology); the torus C/L is a compact topological group.

Definition 14.3. A fundamental parallelogram for L = [w,ws] is any set of the form
Fo = {a+t1w1 +tows i € C, 0< 1,19 < 1}.

We can identify the points in a fundamental parallelogram with the points of C/L.

4 i -
. 7] . .
. . . «
¥ ° .. .
w1
. ] .
] . «
w2
! ] L ] L L]

Figure 1: A lattice [w1,ws] with a fundamental parallelogram shaded.

In order to define the correspondence between complex tori and elliptic curves over C,
we need to define the notion of an elliptic function on C. As complex analysis is not an
official prerequisite for this course, we will take a moment to define the terminology we need
and recall some elementary results that can be found in standard textbooks such as [1, 4, 6].

Definition 14.4. A function f: Q — C defined on an open neighborhood 2 of a point
zp € C is said to be holomorphic at zg if the derivative

() — £(z0)

Z—20 zZ— 20

exists.! We say that f is holomorphic on an open set € if it is holomorphic at every zo € €.
Functions that are holomorphic on all of C are simply said to be holomorphic or entire.

Examples of holomorphic functions include polynomials and convergent power series.
Functions that admit a power series expansion with a positive radius of convergence about
a point zg are said to be analytic at zy. Remarkably, any function that is holomorphic
at zo is also analytic at zp (see [1, Thm. 5.3] or [6, Thm. 2.4.4|), so the terms analytic and
holomorphic may be used interchangeably (modern usage favors holomorphic).

!The limit must take the same value no matter how the complex number z approaches zp; this makes
differentiability a much stronger condition on a complex function than it is on a real function.
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Definition 14.5. Let k be a positive integer. A complex function f(z) has a zero of order k
at zg if an equation of the form

f(z) = (z = 20)"q9(2)
holds in some open neighborhood of zy in which g(z) is holomorphic and g(zp) # 0. We say

that f(z) has a pole of order k at zp if the function 1/f(z) has a zero of order k at z5. A
pole or zero of order 1 is called a simple pole or a simple zero.

Definition 14.6. A complex function f is meromorphic on an open set €2 if it is holomorphic
at every point on € except for a discrete set of poles.?

Definition 14.7. For any nonzero complex function f(z) that is meromorphic on an open
neighborhood of a point zg € C we define

n if f has a zero of order n at zg,
ord,, (f) := ¢ —n if f has a pole of order n at z,

0 otherwise.

For any open set 2 C C, the set of complex functions that are meromorphic on €2 form a
field C(€2) that we view as an extension of C (the constant functions). For each fixed 2 € €,
we then have a discrete valuation ord,,: C(Q)* — Z, which has the following properties:

1. ord,,(fg)) = ord,,(f) + ord,(g) for all f,g € C(2)*;
2. ord,, (f + ¢)) > min(ord,, (f),ord,,(g)) for all f,g € C(2)*.

We note that the second inequality is in fact an equality whenever ord,,(f) # ord,,(g). It
is customary to extend ord,, to all of C(€2) by defining ord,,(0) := oo, with addition and
comparisons in Z U {oo} defined in the obvious way.

Definition 14.8. An elliptic function for a lattice L is a complex function f(z) such that
1. f is meromorphic on C.
2. f is periodic with respect to L; this means that f(z +w) = f(2) for all w € L.3

The fact that an elliptic function is periodic with respect to L means that it can also be
viewed as a function on C/L. Note that if f is an elliptic function for L then it is also
an elliptic function for every sub-lattice of L. Sums, differences, products, and quotients
of elliptic functions for a lattice L are also elliptic functions for L; thus the set of elliptic
functions for a fixed lattice L form a field that we denote C(L); note that constant functions
are elliptic functions for every lattice L.

Definition 14.9. The order of an elliptic function is the number of poles it has in any
fundamental parallelogram, where each pole is counted with multiplicity equal to its order
(this is a finite number because the poles in a fundamental parallelogram are a discrete
subset of its closure, which is compact).

As a general rule, whenever we count the poles or zeros of a meromorphic function, we
always count them with multiplicity.

Remark 14.10. The elliptic functions of order zero are precisely the constant functions.
This follows from Liouville’s theorem (see Theorem 14.30 below), since a holomorphic elliptic
function is necessarily bounded (as a continuous function it must achieve a maximum value
on any compact set, including the closure of a fundamental parallelogram), hence constant.

2This means that each pole lies in an open subset of Q that contains no other poles.
SIF L = [w1,w2] the function f is also said to be doubly periodic, with periods w1 and wo.
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14.2 Counter integrals and the residue formula

In order to count poles and zeros of meromorphic functions (and elliptic functions in partic-
ular), we need a few standard tools from complex analysis that we briefly recall here. Those
who are familiar with this material can skip ahead to Theorem 14.18, which uses Cauchy’s
argument principle to deduce that an elliptic function has the same number of zeros as poles
in any fundamental parallelogram.

Definition 14.11. A smooth curve in C is a continuously differentiable function
7v: [a,0] = C,

where [a, b] is a closed interval in R. A piecewise smooth curve v: [a,b] — C is defined by a
finite sequence of n smooth curves v;: [a;, b;] — C with a9 = a, a;+1 = b;, and b, = b. We
will simply use the term curve to refer to a piecewise smooth curve.* A curve is simple if
its restriction to the open interval (a,b) is injective, and it is closed if y(a) = v(b).

For simple closed curves vy the Jordan curve theorem (see [1, §4.2 Ex. 3] or [6, Appendix B,
Thm. 2.1]) gives a well-defined notion of interior and exterior, as well as a notion of positive
and negative orientation. Loosely speaking, we that that a simple closed curve is positively
oriented if the interior is on the left as we travel along the curve (if  is a circle, this means
counter-clockwise). The notion of orientation can be made completely precise using winding
numbers, but this is overkill for our purposes here; the simple closed curves we will use
(circles and parallelograms) all have obvious interiors and orientation.

Definition 14.12. For a smooth curve 7: [a,b] — C and a complex function f(z) defined
on an open set containing v the contour integral of f along ~ is defined by

b
2)dz = "(t)dt.
L £(2) / Fr) ()t

This definition extends to piecewise smooth curves in the obvious way (sum the contour
integrals on each smooth piece).

Theorem 14.13. Let Q be an open set containing a curve 7: [a,b] — C, and let F(z) be a
holomorphic function on Q and let f(z) = F'(z). Then

/ f(2)dz = F(3(b)) — F(x(a)).
:

Proof. If v is smooth then

[rea= | Faon = [ (§Fe0))d=Fom) - Fow),

The piecewise smooth case follows by taking summing over smooth pieces. O

It is a non-trivial fact that if f(z) is holomorphic on a simply connected open set {2 then
there exists a holomorphic function® F(z) for which f(z) = F’(z) (this is obvious locally,

“More generally one can define rectifiable curves that are defined by continuous (but not necessarily
differentiable) functions and have finite length, but we will not need these.
®The function F(z) is called a primitive of f(z).
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since in a neighborhood of each zy € 2 there is a power series expansion of f(z) about zy
that we can integrate term by term, but we want a single F'(z) that works for all zy € Q);
see [1, §4.1 Thm. 4] or [6, §2 Thm. 2.1| for a proof in the case that € is a disc. An important
consequence of this fact is Cauchy’s theorem.

Theorem 14.14 (Cauchy’s theorem). Let f be a function that is holomorphic on an open
set containing a closed curve v and its interior. Then

Lf(z)dz = 0.

Proof. See |6, Appendix B Thm. 2.9]. O

A corollary of this theorem is that the counter integral of a holomorphic function depends
only on the end points (y(a),v(b)) of the curve 7, not the path taken from y(a) to v(b).

We now want to consider counter integrals of functions that are meromorphic but not
necessarily holomorphic. Note that a function f(z) that is meromorphic on an open set 2
has a Laurent series expansion

f(z2) =Y an(z—20)"

about any point zp € . Here ng = ord,,(f) can be any integer (positive or negative), and
we define a,, = 0 for all n < ng.

Definition 14.15. The residue at z of a function f(z) = >
morphic on an open neighborhood of zj is

n :
n>no On (2 — 20)" that is mero-

res,, (f) == a_1.

If f is holomorphic at zp then res,,(f) = 0. Even if f has a pole at z it is still possible to
have res;,(f) = 0 when the order of the pole is greater than 1, but if f has a simple pole
at zo then res,,(f) must be nonzero. This definition may look strange at first glance, but it
is motivated by the following theorem.

Theorem 14.16 (Residue formula). Let «y be a simple closed curve with positive orientation
and let f(z) be a function that is meromorphic on an open set containing v and its interior
with no poles on y. Let z1,...,zN be the poles of f(z) that lie in the interior of v. Then

N
/f(z)dz = ZWineszk(f).
v k=1

Proof. Let us first suppose that v is a circle and that f(z) has a single pole at z; inside y. We
now consider a keyhole contour 4 that approximates v but whose interior does not contain
z1, as shown below. The function f(z) is holomorphic on an open set that contains 4 and
its interior, but not z;; thus f& f(2)dz = 0, by Cauchy’s theorem.
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As the distance § between the horizontal segments ¢; and fs goes to zero, the sum
fl1 f(2)dz) + fl2 f(2)dz approaches zero while f,y, f(2)dz approaches f,y f(2)dz. In the limit

we have
Af(Z)dZ =0= Lf(z)dz - /c1 F(2)dz,

where ¢; is a positively oriented circle with the same radius as the arc v; (which is oriented
in the opposite direction; this explains the minus sign in the equation above). Thus

f/f(z)dz:/(:lf(z)dz.

If f(2) = > ,5n, an(z — 21)" is the Laurent series for f(z) about z1, then

-1

/Cl f(z)dz = /c1 Z an(Z—Zo)n-l-Zan(z—zo)” ds.

no=n n>0

The infinite sum on the right is holomorphic in an open neighborhood of 2y that we can
assume contains ci, since we can make the radius of ¢; as small as we wish, thus the integral
of this sum is zero. It thus suffices to compute the integrals fq (z — zp)"dz for negative n.
After replacing z — zg with u and dz by du we can assume ¢y is a circle about 0 parameterized
by re, where r is the radius of ¢;. For n < 0 we then have

27 ) ) 27 ) 0 if <1
/ utdu = / (Ten)n(ire”)dt — / ir”+1e(n+1)ndt — { un 3
c1 0 0

2wt ifn = —1.

Thus
/f(z)dz = / f(2)dz = 2mia_; = 2mires,, (f)
g c1

as desired. The case where f(z) has N poles inside 7 is similar; we now approximate v with
a contour 4 that has N keyholes, one about each zj, each of which has an inner arc with
negative (clockwise) orientation. We then obtain

N
/f(z)dz = 27T2'Zreszk(f).
v k=1

The same argument applies when ~ is not a circle, it just requires approximating v with a
more complicated contour 4. O
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We can now use the residue formula to derive a generalization of Cauchy’s argument
principle, which is our main tool for counting the zeros and poles of a meromorphic function.

Theorem 14.17. Let v be a simple closed curve with positive orientation, let f(z) be a

function that is meromorphic on an open set ) containing v and its interior I', with no
zeros or poles on 7y, and let g(z) be a nonzero function that is holomorphic on SQ.

1 f'(z)

mi J, z

When ¢(z) = 1, the RHS is the difference between the number of zeros and poles that
f(2) has in T (counted with multiplicity), which is the usual argument principle.

dz = Z g(w)ord, (f).

wel’

Proof. For any zp € T that is a zero or pole of f(z), we consider the Laurent series expansions

f(2)= ) anlz—20)"  9(z) =) balz—z)"

n>ng n>0

where ng = ord,, (f) is chosen so that a,, # 0 and we note that g(zy) = bp. Then

f(z) = Z nan(z — z9)" !

and we have
]Jc“,((zz)) =no(z —20)"" 4+ hi(2), g(z)é/((j)) = bono(z — 20) " + ha(2),

where hi(z) and ha(z) denote functions that are holomorphic on an open neighborhood
of z9. Thus g(z)f'(z)/f(z) has a simple pole with residue byng = g(z¢)ord., (f) at each zero
or pole zg of f(z), and no other poles. The theorem follows from the residue formula.  [J

Applying Theorem 14.17 with g(z) = 1 to an elliptic function f(z) yields the following.

Theorem 14.18. Let f(z) be a nonzero elliptic function for a lattice L. When counted with
multiplicity, the number of zeros of f(z) in any fundamental parallelogram F, for L is equal
to the number of poles of f(z) in Fy.

Proof. We first note that by the periodicity of f(z), it suffices to prove this for any particular
fundamental parallelogram F,. The zeros and poles of f(z) are discrete (note that 1/f(z) is
also a meromorphic function), so we can pick an « for which the boundary 0F, of F, does
not contain any zeros or poles of f(z). We now consider the contour integral

f'(2)
or, f(2)

where the simple closed curve 0F,, is positively oriented. The fact that f(z) is periodic with
respect to L implies that f/(z) is also periodic with respect to L, as is f'(z)/f(z), and it
follows that sum of the integral of f’(z)/f(z)dz along opposite sides of the parallelogram 0F,
is zero, since f'(z)/f(z) takes on the same values on both sides (because it is periodic) but
the oriented curve dF, traverses them in opposite directions. We thus have

1 f'(2)

2mi Jor, f(2)
and the theorem then follows from Theorem 14.17. O

dz,

dz =0,
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14.3 Eisenstein series

Before giving some non-trivial examples of elliptic functions, we first define the Eisenstein
series of a lattice.

Definition 14.19. Let L be a lattice and let £ > 2 be an integer. The weight-k Fisenstein

series for L is the sum .
Ge(L)= > —
weL*

where L* = L — {0}.

Remark 14.20. G (L) is a function of the lattice L, so for any fixed lattice, it is a constant.
If we consider lattices L = [1,7] parameterized by a complex number 7 in the upper half
plane b :={z € C :im z > 0}, we can view Gi(L) as a function of 7:

Gur) = Gl ) = 30 !

s (m +nt)k’
(m,n)#(0,0)

Because it comes from function defined over a lattice, the function Gy (7) has some very nice
properties. In particular, we have

Gip(t+1) = Gg(1) and Grp(—1/1) = Tka(T)

for all 7 € . Eisenstein series are the simplest example of modular forms, which we will see

later in the course.®

Remark 14.21. If k is odd then G (L) = 0 for any lattice L, since the terms — and - w)k
in the sum cancel (note that L is an additive group, sow € L — —w € L, and in the sum
over L*, each w is distinct from —w). Thus the only interesting Fisenstein series are those
of even weight.

Lemma 14.22. For any lattice L, the sum ) ;. w—lk converges absolutely for all k > 2.

Proof. Let § be the minimum distance between points in L. Consider an annulus A of inner
radius 7 and width g, as depicted in Figure 2.

Any two distinct lattice points in A must be separated by an arc of length at least §/2
when measured along the inner rim of A. It follows that A contains at most 47r/d lattice
points. The number of lattice points in the annulus {w : n < |w| < n + 1} is therefore
bounded by cn, where ¢ < (2/6)(47r/5) = 87/6%. We then have

1 = cn =1
> W = Zlnk = Czlnk:—l < 0,
n= n=

weL,|w|>1

since k > 2. The finite sum ZweL 0<lwl<1 [ ‘k is clearly bounded, thus

Z Z Mk Z‘ |k

wEL* weL
0<|w|<1 \w\>1
so the sum converges absolutely as claimed. O

SMany authors use Ej to denote Eisenstein series, rather than Gy, but since we are already using the
(often subscripted) symbol E for elliptic curves, we will stick with Gj.
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Figure 2: Annulus of radius r and width §/2.

14.4 The Weierstrass gp-function

We now give our first example of a non-constant elliptic function. It may be regarded as
the elliptic function in the sense that it can be used to construct every other non-constant
elliptic function, a fact we will prove in the next lecture (or see [5, Thm. VI.3.2]).

Definition 14.23. The Weierstrass p-function of a lattice L is defined by

When the lattice L is fixed or clear from context we typically just write p(z), but we should
keep in mind that this function depends on L. It is clear from the definition that p(z) has
a pole of order 2 at each point in z € L (including z = 0); we will show that it has no other
poles and is in fact holomorphic at every point not in L. To do so we rely on the following
theorem from complex analysis.

Theorem 14.24. Suppose {f,} is a sequence of functions holomorphic on an open set €,
and that {f,} converges to a function f uniformly on every compact subset of Q. Then f is
holomorphic on Q.

Proof. See |1, §5 Thm. 1] or [6, §2 Thm. 5.2|. O]

Theorem 14.25. For any lattice L, the function p(z; L) is holomorphic at every zy & L.
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Proof. For each positive integer n, we define the function

Each f,(z) is clearly holomorphic at any z ¢ L, since we can differentiate the finite sum
term by term. We will show that the sequence of functions { f,,} converges uniformly to p on
all compact sets S disjoint from L. Theorem 14.24 will then imply that p(z) is holomorphic
on the open set C — L.

So let S be a compact subset of C disjoint from L. Then S is bounded and we may fix
r € Ry such that |z| < r for all z € S. For all but finitely many w € L, we have |w| > 2r.
By the triangle inequality, |w — z| + |z| > |w]|, so |w| > 27 implies the following inequalities:

1
w = 2| > |wl = [2] = Slwl,
2

5
2w — z| < 2w| 4+ | — 2] < §\w|

Thus the bound
1 1

(z —w)?  w?

22w — 2)
2

2w _10r
T PGl W

w?(z —w)

holds for all z € S. The series > ;. ﬁ converges, by Lemma 14.22, so

()

weL*

converges absolutely for all z € S, and the rate of convergence can be bounded in terms of r
and L, independent of z. It follows that {f,} converges uniformly to p on S, since for every
€ > 0 there is an N such that for all n > N we have |p(z) — f(2)| < e for all z € S. O

With Theorem 14.25 in hand, we can now summarize the key properties of p(z).

Theorem 14.26. For any lattice L, the function o(z) = o(z; L) and its derivative
1
/ — _2 -
P (2) > (z —w)’

satisfy the following:

(i) p(z) is a meromorphic even function whose poles consist of double poles at each z € L.

(i) ¢'(z) is a meromorphic odd function whose poles consist of triple poles at each z € L.

Proof. We first note that the sequence of functions {f,} defined in the proof of Theo-
rem 14.25 consist of finite partial sums that converge uniformly to p(z), and we can therefore
differentiate p(z) term by term to obtain '(z) (note that the sum for ¢’(z) includes w =0
which comes from differentiating the leading 1/22 term in p(z)). It is clear that p(z) has a
double pole at each lattice point, and (i) then follows from Theorem 14.25 and the fact that
p(2) = p(—=2). Part (ii) is clear from the formula for ¢'(z) and the fact that the derivative
of a function that is holomorphic on an open neighborhood of a point z is also holomorphic
on that neighborhood (so ¢’(2) is meromorphic at all z ¢ L since p(z) is). O
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Corollary 14.27. Let L be a lattice. The function p(z) = p(z; L) is an elliptic function of
order 2 for L, and its derivative @' (z) is an elliptic function of order 3 for L.

Proof. We've just shown that p(z) and ¢'(z) are meromorphic. Every fundamental region
of L contains exactly one lattice point, so p(z) has two poles in each fundamental region,
while ©/(z) has three. It is clear from the formula for ©/(z) that ¢’(z2) is periodic with respect
to L, we just need to show that p(z) is periodic. Let L = [wy,ws]. It suffices to show that

p(z+w;) =p(z), fori=1,2.
Now ¢'(2) is periodic, so ¢'(z + w;) = ¢'(2). Integrating then gives

p(z+wi) —p(z) = c.

for some constant ¢; and for all z ¢ L. To find ¢;, plug in z = —w; /2. We have
p(wi/2) — p(—wi/2) = ¢,
but p(z) is an even function, so ¢; = 0 and p(z + w;) = p(2) as desired. O

The study of elliptic functions dates back to Gauss, who discovered them as solutions
to elliptic integrals [ /f(z)dz, where f(z) is a cubic or quartic polynomial (they were later
rediscovered by Abel and Jacobi). We will show that o(z) satisfies a differential equation
of the form ¢'(2)? = f(p(2)), where f(z) is a cubic polynomial over C. Notice that if one
views (p(z), ¢'(2)) as a pair (z,y), this is exactly the equation of an elliptic curve! This
explains our interest in p(z).

To derive the differential equation satisfied by the Weierstrass p-function, we first need
to compute its Laurent series.

Theorem 14.28. Let L be a lattice. The Laurent series expansion for p(z) = o(z;L) at
z =0 1is given by

R — .
p(Z) = 2—2 + 2_21(271 + 1)G2n+2(L)Z2 s

where G (L) denotes the Eisenstein series of weight k.

Proof. For all |z| < 1 we have the power series expansion
o

(1_137)2_(1—|—x—|—x2+---)2—2(n+1)9€n-
n=0

Applying this to x = Z with [z| < 1 (which we can assume holds for all w € L* provided we
keep z close to 0),

1 1 1 1 1 & > (n+1)2"
(z—w)2_cu22u12<(1—$)2_1> = X = 3T

n=1 n=1
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Summing over w and changing the order of summation (via absolute convergence) gives

5o 5 [

weL*
1 = (n+1)z
=5+t
weL* n=1
> 1
2 +Z(n+ 1)2" Z n+2
n=1 weL*
1 oo
= 5+ Y (n+1)Gnya(L)z
z n=1
1 oo
n=

In the last step we used the fact that p(z) is an even function, so the coefficients of the odd
terms are 0 and we can sum over 2n rather than n. O

14.5 Lattices define elliptic curves

The key link between p(z) and elliptic curves is given by the following differential equation.

Theorem 14.29. Let L be a lattice. The function p(z) = p(z; L) satisfies the differential
equation

0'(2)” = 4p(2)° — g2(L)p(2) — g3(L), (1)
where g2(L) = 60G4(L) and g3(L) = 140G¢(L).
Proof. We may apply Theorem 14.28 to compute the first few terms of the Laurent series
expansions for p(z) and ©'(z) at 2o = 0:

1
o(z) = =+ 3G4(L)2% 4 5Ge(L)z* + - -

2
¢'(z) = — 3 +6Ga(L)z + 20G6(L)2> + - -

1 9G4(L)
3 = —_— o ..
p(2)° = 6 + 2 + 15G¢(L) +
4 24G4(L
o) =5 - Z42<) — 80Ge(L) + - --

Now let
f(z) = 0/(2)* — 4p(2)® + 60G4(L)p(z) + 140G (L).

We can compute the Laurent series expansion for f(z) at zop = 0 as a linear combination of
those computed above, and one finds that the non-positive powers of z all cancel; we thus
have f(0) = 0.

Because p and ¢’ have poles only at points of L, the function f(z) is holomorphic on the
fundamental parallelogram Fj. The function f(z) is periodic with respect to L, since p(z)
and '(z), thus it is holomorphic on the entire complex plane. Note that f(z) is bounded
because all values attained by f are attained on the closure of a fundamental parallelogram,
which is a compact set. It then follows from Liouville’s Theorem (see Theorem 14.30 below)
that f is a constant function, hence identically zero. O
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Theorem 14.30 (Liouville’s Theorem). The only functions that are bounded and holomor-
phic on C are constant functions.

Proof. See [1, p. 122] or [6, §2 Cor. 4.5]. O

With y = ¢'(2) and = = p(z), the differential equation in (1) corresponds to the curve
y? =42 — go(L)x — g3(L). (2)

This curve can easily be put into Weierstrass form with go(L) = —4A and g3(L) = —4B,
thus every lattice L gives us an equation we can use to define an elliptic curve over C,
provided we can show that the projective curve defined by (2) is not singular. If the partial
derivatives of zy? = 423 — go(L)x2? — g3(L)2® simultaneously vanish at some point, then
there must be a projective solution to the system of equations

1222 — go(L)2% = 0, 2zy = 0, y? 4 2go(L)zz + 3g3(L)2* = 0.

We cannot have z = 0, since this would force z = y = 0, thus we assume z = 1. The second
equation then implies y = 0 and the third equation forces x = —3g3(L)/(2g2(L)). Plugging
these values into the first equation yields ga(L)3 — 27g3(L)? = 0. Thus so long as

A(L) = go(L)® — 27g3(L)?

is nonzero, equation (2) defines an elliptic curve over C.
We will prove that A(L) # 0, for every lattice L. For this we need the following lemma.

Lemma 14.31. A point z € L is a zero of ©/(z; L) if and only if 2z € L.

Proof. Suppose 2z € L for some z ¢ L. Then
O'(2) ='(z —22) = ¢/(—2) = —¢(2) =0,

where we have used the fact that p/(z) is both periodic with respect to L and an odd

function. If L = [w;,ws], then
w1 w2 Wit we

27 27 2
are the only points z € Fy that are not in L and also satisfy 2z € L. Since ¢'(z) is an
elliptic function of order 3, it has only these three zeros in Fy, by Theorem 14.18. Thus for
any z ¢ L we have ¢/(z) = 0 if only if 2z € L. O

This lemma is analogous to the fact that the points of order 2 on the elliptic curve (2)
are precisely the points (z,y) = (p(2), ©'(2)) with y = ¢'(2) = 0. The requirement that
z ¢ L simply means that (z,y) is not the point at infinity.

Remark 14.32. Having shown that the zeros of ©'(z) corrspond to 2-torsion point of C/L
you might wonder about the zeros of p(z). As shown by Eichler and Zagier, the zeros of
p(2) in the fundamental region Fy for L = [1, 7] are

1 log(5 + 2v/6) . o0 A(z)
ok <2m + 144772\/6/7 (z — T)de> ,

a fact that does not appear to have any obvious arithmetic significance.
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Lemma 14.33. For any lattice L, the discriminant A(L) is nonzero.

Proof. Let L = [w1,ws] and put

W w2 Wit wa
r = —_, ro = ?, T3 1= B .

Then r; ¢ L and 2r; € L for i = 1,2,3. So ¢/(r;) = 0 by Lemma 14.31. From (2) we see
that o(r1), p(r2), and p(rs) are the zeros of the cubic f(z) = 423 — go(L)x — g3(L). Now
the discriminant A(f) of f(x) is equal to 16A(L), thus
1
A(L) = 16 [L(o(ri) = o(r5))*,

1<j

and it suffices to show that the p(r;) are distinct.

Let gi(z) = o(2) — p(ri). Then g;(z) is an elliptic function of order 2 (its poles are
the poles of p(z)), so it has exactly 2 zeros, by Theorem 14.18. Now r; is a double zero
because g;(z) = ¢'(r;) = 0, by Lemma 14.31. Thus g;(z) has no other zeros, and therefore

p(r;) # p(ri) for i # j. O

We have shown that every lattice L in C gives rise to an elliptic curve E/C defined by
y? = 423 — go(L)x — g3(L), and that the map

$:C/L — E(C)
z— (p(2),9'(2))

sends points on C/L to points on the elliptic curve. This is the first step in proving the
Uniformization Theorem. In the next lecture we will show that ® is a group isomorphism
and that every elliptic curve E/C arises from some lattice L.
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18.783 Elliptic Curves Spring 2021
Lecture #15 04/12/2021

15 Elliptic curves over C (part 2)
Last time we showed that every lattice L C C gives rise to an elliptic curve
Ep:y® = 4a2° — go(L)x — g3(L),
where ) )
g2(L) = 60G4(L) := 60 ; — 03(L) =140Gs(L) = 140 ; 5
with L* := L — {0}, and we defined a map
®: C/L — EL(C)
{wamngL
0

z€e L

Z =

where

o0 =s0 =5+ 3 (2o~ o)

weL*

is the Weierstrass g-function for the lattice L, and
o =23 o
(z —w)®

In this lecture we will prove two theorems. First we will prove that ® is an isomorphism
of additive groups; it is also an isomorphism of complex manifolds |3, Cor.5.1.1|, and of
complex Lie groups, but we won’t prove this right now.! Second, we will prove that every
elliptic curve E/C is isomorphic to Ey, for some lattice L; this is the Uniformization Theorem.

15.1 The isomorphism from a torus to the corresponding elliptic curve

Theorem 15.1. Let L C C be a lattice and let Ep: y* = 423 — go(L)x — g3(L) be the
corresponding elliptic curve. The map ®: C/L — Er(C) is a group isomorphism.

Proof. We first note that ®(0) = 0, so ® preserves the identity, and for all z ¢ L we have

since g is even and g’ is odd, so ® is compatible with taking inverses.

Let L = [wi,ws]. There are three points of order 2 in C/L; if L = [wy,ws] these
are wi/2,ws/2, and (w1 + we)/2. By Lemma 14.31, ¢’ vanishes these points, hence ®
maps points of order 2 in C/L to points of order 2 in Er(C), since the latter are the
points with y-coordinate zero. Moreover, ® is injective on points of order 2, since p(z)
maps each point of order 2 in C/L to a distinct root of 4p(2)% — go(L)p(2) — g3(L), as
shown in the proof of Lemma 14.33. The restriction of ® to (C/L)[2] defines a bijection of
(C/L)[2] = EL[2] ~ Z/27Z & Z/2Z with ®(0) = 0, which must be a group isomorphism.

1 This is not difficult to show, but it would distract us from our immediate goal. We will see an explicit
isomorphism of complex manifolds in a few lectures when we study modular curves, and in that case we will
take the time to define precisely what this means and to prove it.
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To show that ® is surjective, let (2o, yo0) € EL(C). The elliptic function f(z) = p(2) —xo
has order 2, hence it has two zeros in the fundamental parallelogram Fy, by Theorem 14.18.
Neither of these zeros occurs at z = 0, since f has a pole at 0. So let zg # 0 be a zero of f(z)
in Fo. Then p(z0) = xo, which implies ®(zp) = (zo, £yo) and therefore (zg,y0) = P(£20);
thus @ is surjective.

We now show that ® is injective. Let z1,29 € Fy and suppose that ®(z1) = $(z9).
If 229 € L then z; is a 2-torsion element and we have already shown that & restricts
to a bijection on (C/L)[2], so we must have z; = 2. We now assume 2z; ¢ L, which
implies ©/(z1) # 0. As argued above, the roots of f(z) = p(z) — p(21) in Fy are *z,
thus 29 = +21 mod L. We also have ©/(z1) = ¢'(22), and this forces 2o = z; mod L, since
O'(—21) = —¢'(21) # ¢'(21) because p'(21) # 0.

It remains only to show that ®(z; + 2z2) = ®(21) + ®(22). So let 21,20 € Fp; we may
assume that z1, 29,21 + 29 € L since the case where either z; or 29 lies in L is immediate,
and if 21 + 29 € L then 21 and 25 are inverses modulo L, a case treated above.

The points P, = ®(z1) and P, = ®(z2) are affine points in E7(C), and the line ¢ between
them cannot be vertical because P; and P are not inverses (since z; and zy are not). So
let y = mx + b be an equation for this line, and let P3 be the third point where the line
intersects the curve Er. Then P;+ Po+ P3 = 0, by the definition of the group law on Er,(C).

Now consider the function £(z) = —g'(z) + mgp(z) +b. It is an elliptic function of order 3
with a triple pole at 0, so it has three zeros in the fundamental region Fy, two of which are
z1 and z9. Let z3 be the third zero in Fy. The point ®(z3) lies on both the line £ and the
elliptic curve Er(C), hence it must lie in {P;, P2, P3}; moreover, we have a bijection from
{21, 22,23} to {®(z1), P(22), P(23)} = {P1, P», P3}, and this bijection must send z3 to Pj if
Pj5 is distinct from P; and P,. If P3 coincides with exactly one of P, or P», say P, then
{(z) has a double zero at z; and we must have z3 = z1; and if P, = P, = P3 then clearly
21 = z9 = z3. Thus in every case we must have Py = ®(z3).

We have Py + P> + P3 = 0, so it suffices to show 21 + 29 + z3 € L, since this implies

@(zl + 2’2) = @(—23) = —(13(2:3) =—-P3a=P +P= (I)(Zl) + (I)(Zg).

Let F, be a fundamental region for L. whose boundary does not contain any zeros or
poles of £(z) and replace z1, 22, z3 by equivalent points in F, if necessary.
Applying Theorem 14.17 to g(z) = z and f(z) = ¢(z) yields

1
2mi Jor, {(2)

dz:Zordw(ﬁ)w:z1+22+z3—3-0:21+zg+Z3, (1)
wEFa

where the boundary 0F, of F, is oriented counter-clockwise.
Let us now evaluate the integral in (1); to ease the notation, define f(z) := ¢'(2)/4(z),
which we note is an elliptic function (hence periodic with respect to L). We then have

/815{(2) dz = /}}U{;)dz + /OEE?;)%); + A%i?%)iz + L%{ng)dz
= /Z}?;)dz + /(?rfwl)f(z)dz + /ZZ + w2 f(2)dz + /gf(z)dz
« «@ a+twi atwsz
a—+w2 «
=wi [ f(2)dz+ w2 [ f(2)dz. (2)

a+wi
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Note that we have used the periodicity of f(z) to replace f(z + w;) by f(z), and to cancel
integrals in opposite directions along lines that are equivalent modulo L.
For any closed (not necessarily simple) curve C' and a point zg ¢ C, the quantity
1 dz
2m Jo 2 — 20

is the winding number of C about zp, and it is an integer (it counts the number of times the
curve C “winds around” the point zp); see [1, Lem. 4.2.1] or [4, Lem. B.1.3|.

The function ¢(« 4 twy) parametrizes a closed curve C; from £(a) to (o + wa) = (),
as t ranges from 0 to 1. The winding number of C; about the point 0 is the integer

1 d 1 [+t 1ot g 1 fote
€= S Mu@dt— (z)dz:— f(z)dz. (3)

T omi Jo, 2 =0 2mi Jo (ot tws) " 2mi ), 0(2) 27 g

Similarly, the function ¢(« 4 twy) parameterizes a closed curve Cy from ¢(«) to ¢(a + wy),
and we obtain the integer
1 dz 1 [V (a4 twr) 1 [oter f(2) 1 [oter

= — =— —————wdt = — dz = — dz. (4
T o Jo, =0 2mi Jo Ua+twr) ! omi J, =) 2mi af(z) = ()

Plugging (3), and (4) into (2), and applying (1), we see that
214 29 4+ 23 = ciw1 — cowo € L,

as desired. O

15.2 The j-invariant of a lattice

Definition 15.2. The j-invariant of a lattice L is defined by

o(L)* _ L oog g2(L)*
A(L) 92(L)? — 27g3(L)?
Recall that A(L) # 0, by Lemma 14.33, so j(L) is always defined.
The elliptic curve Ep: y? = 423 — go(L)x — g3(L) is isomorphic to the elliptic curve
y? = 23 + Az + B, where go(L) = —4A and g3(L) = —4B. Thus
g2(L)? (—44)3 443

=172 =1728————— = j(EL).
g2(L)3 — 27g3(L)? ’ 8(—4A)3 — 27(—4B)? 2w I E)

J(L) = 1728

§(L) = 1728

Thus the j-invariant of a lattice L is the same as the j-invariant of the corresponding elliptic
curve Ep. We now define the discriminant of an elliptic curve so that it agrees with the
discriminant of the corresponding lattice.

Definition 15.3. The discriminant of an elliptic curve E: y? = 23 + Az + B is
A(E) = —16(44% 4 27B?).

This definition applies to any elliptic curve E/k defined by a short Weierstrass equation,
whether k£ = C or not, but for the moment we continue to focus on elliptic curves over C.

Recall from Theorem 13.14 that elliptic curves E/k and E’/k are isomorphic over k if
and only if j(E) = j(E’). Thus over an algebraically closed field like C, the j-invariant
characterizes elliptic curves up to isomorphism. We now define an analogous notion of
isomorphism for lattices.
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Definition 15.4. Lattices L and L’ are said to be homothetic if L' = AL for some \ € C*.
Theorem 15.5. Two lattices L and L' are homothetic if and only if j(L) = j(L').
Proof. Suppose L and L' are homothetic, with L' = AL. Then

g2(L)) = 60 Z % = 60 Z (Ai)4 = A g(L).

weL™* weL*

Similarly, g3(L') = A~%g3L, and we have

A go(L))? L)3
(A~g2(L))? — 27(A~0g3(L)) 92(L)? — 27g3(L)
To show the converse, let us now assume j(L) = j(L'). Let Er and Ep/ be the corre-
sponding elliptic curves. Then j(EL) = j(E/). We may write

J(L)) = 1728

Ep:y? =2+ Az + B,

with —4A = go(L) and —4B = g3(L), and similarly for Ep/, with —4A’ = gy(L') and
—4B' = g3(L'). By Theorem 13.13, there is a u € C* such that A’ = y*A and B’ = B,
and if we let A = 1/pu, then go(L') = A"%g2(L) = go(AL) and g3(L') = A %g3(L) = g3(\L),
as above. We now show that this implies L' = \L.

Recall from Theorem 14.29 that the Weierstrass g-function satisfies

¢'(2)? = 4p(2)° — g20(2) — gs.

Differentiating both sides yields
20/ (2)p" (2) = 120(2)*¢/(2) — g2¢/(2)
92
o'(2) = bp()? — 2. (5)
By Theorem 14.28, the Laurent series for p(z; L) at z =0 is

1 o0 [ee)
=2 Z 2n+1) G2n+gz —2 + Z 22"

where a1 = ¢g2/20 and as = g3/28.
Comparing coefficients for the 22" term in (5), we find that for n > 2 we have

n—1
(2n+2)(2n+ 1)ap+1 =6 (Z Aflp_i + 2an+1> ,
k=1

and therefore

It = on £ 2)( 2n+1 —12 Za”“a” -

This allows us to compute a,4+1 from aq,...,a,—1, for all n > 2. It follows that go(L) and
93(L) uniquely determine the function (z) = p(z; L) (and therefore the lattice L where
©(z) has poles), since p(z) is uniquely determined by its Laurent series expansion about 0.

Now consider L' and AL, where we have g2(L’) = g2(AL) and g3(L') = g3(AL). It follows
that p(z; L) = p(z; AL) and L' = AL, as desired. O
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Corollary 15.6. Two lattices L and L' are homothetic if and only if the corresponding
elliptic curves Er, and Er: are isomorphic.

Thus homethety classes of lattices correspond to isomorphism classes of elliptic curves over C,
and both are classified by the j-invariant. Recall from Theorem 13.12 that every complex
number is the j-invariant of an elliptic curve E/C. To prove the Uniformization Theorem
we just need to show that the same is true of lattices.

15.3 The j-function

Every lattice [wy,ws] is homothetic to a lattice of the form [1,7], with 7 in the upper half
plane H = {z € C : imz > 0}; we may take 7 = tws/w; with the sign chosen so that
im7 > 0. This leads to the following definition of the j-function.
Definition 15.7. The j-function j: H — C is defined by j(7) = j([1,7]). We similarly
define 92(7—) = 92([17T])7 93(7—) = 93([177—])7 and A(T) = A([la T])

Note that for any 7 € H, both —1/7 and 7+ 1 lie in H (the maps 7+ 1/7 and 7 — —7

both swap the upper and lower half-planes; their composition preserves them).

Theorem 15.8. The j-function is holomorphic on H, and satisfies j(—1/7) = j(7) and
J(T+1) = j(7).

Proof. From the definition of j(7) = j([1,7]) we have
3

92(7)” _ 1798 g2(1)?

j(r)=1728 A (7P — 27ga(1)E

The series defining

1 1
= 060 T d = 140 e
g2(7) mZZ GRSy an g3(7) mZZ CETTE
(m,n)#(0,0 (m,n)#(0,0)

converge absolutely for any fixed 7 € H, by Lemma 14.22, and they converge uniformly over
7 in any compact subset of H. The proof of this last fact is straight-forward but slightly
technical; see |2, Thm. 1.15] for the details. It follows that g2(7) and g3(7) are holomorphic
on H, and therefore A(1) = g2(7)® — 27g3(7)? is also holomorphic on H. Since A(7) is
nonzero for all 7 € H, by Lemma 14.33, the j-function j(7) is holomorphic on H as well.
The lattices [1,7] and [1,—1/7] = —1/7[1, 7] are homothetic, and the lattices [1,7 + 1]
and [1, 7] are equal; thus j(—1/7) = j(7) and j(7 + 1) = j(7), by Theorem 15.5. O

15.4 The modular group

We now consider the modular group

I'=SLy(Z) = {(Z Z) ca,b,e,d €Z, ad—bc:l}.

As proved in Problem Set 8, the group I' acts on H via linear fractional transformations

a b at +b
T = ——
c d cr+d’
and it is generated by the matrices S = ({ ') and T = ({}). This implies that the
j-function is invariant under the action of the modular group; in fact, more is true.
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-1 212 0 1/2 1

Figure 1: Fundamental domain F for H/T', with i = e™/2 and p = *>™/3,

Lemma 15.9. We have j(7) = j(7') if and only if 7" = ~7 for some v € T.

Proof. We have j(S7) = j(—1/7) = j(7) and j(T'7) = j(r + 1) = j(7), by Theorem 15.8, It
follows that if 7/ = 7 then j(7') = j(7), since S and T generate T'.

To prove the converse, let us suppose that j(7) = j(7'). Then by Theorem 15.5, the
lattices [1,7] and [1,7'] are homothetic So [1,7'] = A[l, 7], for some A € C*. There thus
exist integers a, b, ¢, and d such that

7' = aAT + bA
1 =cAt+d\

1
ct+d*

From the second equation, we see that A = Substituting this into the first, we have

, _ar+b
er+d

T, where v = <Z Z) € 72%2,

Similarly, using [1,7] = A7![1, 7], we can write 7 = 4'7/ for some integer matrix 7/. The
fact that 7 = v+/7’ implies that dety = £1 (since v and 4’ are integer matrices). But 7
and 7/ both lie in H, so we must have det~y = 1; therefore v € I" as desired. O

Lemma 15.9 implies that when studying the j-function it suffices to study its behavior on
I"-equivalence classes of Hl, that is, the orbits of H under the action of I'. We thus consider
the quotient of H modulo I'-equivalence, which we denote by H/I'.? The actions of v and
—~ are identical, so taking the quotient by PSLa(Z) = SL2(Z)/{£1} yields the same result,
but for the sake of clarity we will stick with I' = SLa(Z).

We now wish to determine a fundamental domain for H/T', a set of unique representatives
in H for each I'-equivalence class. For this purpose we will use the set

F={re€H:re(r) € [-1/2,1/2) and |7| > 1, such that |7| > 1 if re(7) > 0}.

Lemma 15.10. The set F is a fundamental domain for H/T.

2Some authors write this quotient as T'\H to indicate that the action is on the left.
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Proof. We need to show that for every 7 € H, there is a unique 7" € F such that 7/ = 7,
for some v € I'. We first prove existence. Let us fix 7 € H. For any v = (‘Z 2) € I' we have

m(y7) = im <aT - b) _ im({ar +b)(er +d)) _ (ad —be)im7 im T

= = 6
cr+d leT +d|? leT +d|? ler +dJ? (6)

Let ¢ + d be a shortest vector in the lattice [1,7]. Then ¢ and d must be relatively prime,
and we can pick integers a and b so that ad — bc = 1. The matrix vy = (CC” g) then
maximizes the value of im(y7) over v € I'. Let us now choose vy = T, where k is chosen
so that re(y7) € [1/2,1/2), and note that im(y7) = im(yy7) remains maximal. We must
have |y7r| > 1, since otherwise im(Svy7) > im(7y7), contradicting the maximality of im(~7).
Finally, if 7/ = y7 ¢ F, then we must have |[y7| = 1 and re(y7) > 0, in which case we
replace v by Sv so that 7/ =7 € F.

It remains to show that 7/ is unique. This is equivalent to showing that any two I'-
equivalent points in F must coincide. So let 71 and 79 = ;71 be two elements of F, with
= (‘cl 3), and assume im7; < im7y. By (6), we must have |cry +d|? < 1, thus

1> |er +d? = (er1 + d)(cr + d) = E|m|? + d* + 2cdrer, > > + d? — |ed| > 1,

where the last inequality follows from |71| > 1 and the fact that ¢ and d cannot both be zero
(since dety = 1). Thus |er 4+ d| = 1, which implies im 75 = im 7. We also have |c|, |d] < 1,
and by replacing v, by —~1 if necessary, we may assume that ¢ > 0. This leaves 3 cases:

1. ¢=0: then |d|=1and a =d. So 75 =711 £ b, but |[rems —rem1| <1, so 7o = 77.

2. ¢c=1,d=0: then b= —1 and |r1| = 1. So 71 is on the unit circle and 7o = a — 1/7.
Either a =0and =71 =¢,ora=—1and o =1 = p.

3. ¢=1,|d| = 1: then |7y +d| =1, s0 71 = p, and im 75 = im 7, = v/3/2 implies 5 = p.
In every case we have 7 = 79 as desired. O
Theorem 15.11. The restriction of the j-function to F defines a bijection from F to C.

Proof. Injectivity follows immediately from Lemmas 15.9 and 15.10. It remains to prove
surjectivity. We have

1
92r) = 60 3 sy = 60 22 I T

n,meZ n mEZ
The second sum tends to 0 as im7 — oco. Thus we have
4 47.[.4
i =12 =12 =120 — = —
i 2(7) Ozm 0¢4) = 090 3
where ((s) is the Riemann zeta function. Similarly,
76 871'6
1i =2 =280 — = —.
i 93(7) = 280¢(6) = 280 5= = o7

Thus 5 )
. (44 8 6\ _
A7) = <37r ) 27 (27 ) =0
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(this explains the coefficients 60 and 140 in the definitions of g2 and gs3; they are the smallest
pair of integers that ensure this limit is 0). Since A(7) is the denominator of j(7), the
quantity j(7) = g2(7)%/A(7) is unbounded as im 7 — oo.

In particular, the j-function is non-constant, and by Theorem 15.8 it is holomorphic on H.
The open mapping theorem implies that j(H) is an open subset of C; see [4, Thm. 3.4.4].

We claim that j(H) is also a closed subset of C. Let j(71),j(m2),... be an arbitrary
convergent sequence in j(H), converging to w € C. The j-function is I'-invariant, by
Lemma 15.9, so we may assume the 7, all lie in F. The sequence im 71,im 7o, ... must
be bounded, say be B, since j(1) — oo as im7 — oo, but the sequence j(7),j(72),. ..
converges; it follows that the 7, all lie in the compact set

Q={r:rer €[-1/2,1/2],imT € [1/2, B]}.

There is thus a subsequence of the 7, that converges to some 7 € 2 C H. The j-function is
holomorphic, hence continuous, so j(7) = w. It follows that the open set j(H) contains all
its limit points and is therefore closed.

The fact that the non-empty set j(H) C C is both open and closed implies that j(H) = C,
since C is connected. It follows that j(F) = C, since every element of H is I'-equivalent to
an element of F (Lemma 15.10) and the j-function is I'-invariant (Lemma 15.9). O

Corollary 15.12 (Uniformization Theorem). For every elliptic curve E/C there exists a
lattice L such that E = Ej,.

Proof. Given E/C, pick 7 € H so that j(7) = j(F) and let L' = [1,7]. We have

J(E) =j(r) =j(L) = j(Er),
so F is isomorphic to Ey/, by Theorem 13.13, where the isomorphism is given by the map
(z,) — (u?x, py) for some p € C*. If now let L = %L’, then £ = E. O
References
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16 Complex multiplication

Over the course of the last two lectures we established a one-to-one correspondence between
lattices L C C (up to homethety) and elliptic curves E/C (up to isomorphism), given by
the map that sends each lattice L to the elliptic curve

Er:y? =42® — go(L)x — g3(L),
together with an explicit isomorphism
¢: C/L — EL(C)
{<p<z>, o) =¢L;
0

z €L,

Z =

where p(z) is the Weierstrass p-function for the lattice L.

To complete our understanding of the categorical equivalence of complex tori and elliptic
curves, we want to relate morphisms of complex tori to isogenies of elliptic curves. In
particular, we want to be able to explicitly understand how to relate the endomorphism ring
of a complex torus to the endomorphism ring of the corresponding elliptic curve.

A complex torus C/L is both a complex manifold and a group in which the group oper-
ations are defined by holomorphic maps (this makes it a complex Lie group). A morphism
in the category of complex tori must respect both structures: we require morphisms of com-
plex tori to be holomorphic maps that are also group homomorphisms (just as isogenies are
morphisms of algebraic varieties that are also homomorphisms of abelian groups).

16.1 Morphisms of complex tori

We have not formally defined what it means to be a holomorphic map of complex manifolds
(or even a complex manifold), but for maps ¢: C/L; — C/Ls of complex tori it simply
means that ¢ is induced by a holomorphic function f: C — C that makes the following
diagram commute:

c—1 ¢

I s

(C/Ll —w% (C/Lz

where 7 and 7y are quotient maps.!

Each a € C determines a holomorphic multiplication-by-ac map z +— «az that is an
endomorphism of C (as a group under addition). Whenever aL; C Lo this induces a group
homomorphism

Lo+ (C/Ll — C/LQ
z+ L1~ az+ Ly
that is also a holomorphic map of complex manifolds.
Remarkably, every morphism of complex tori arises in this way. In fact, every holomor-

phic map that fixes zero arises in this way; this is analogous to the fact that every morphism
of elliptic curves that fixes zero is automatically a group homomorphism.

"We should note that in general holomorphic maps of complex manifolds are defined locally on charts
and need not be induced by a single global map; complex tori are a particularly simple special case.
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Theorem 16.1. Let p: C/Ly — C/Ly be a holomorphic map with ¢(0) = 0. There is a
unique o € C for which ¢ = g

Proof. Let m;: C — C/L; be quotient maps and let f: C — C be a holomorphic function
for which ¢p(m1(2)) = m2(f(z)). For all z € C and w € L; we have

m(f(z +w)) = p(m(z +w)) = p(m(2)) = ma(f(2)),

thus f(z+w)— f(z) € ker ma = Ly. For each w € L the function g,(z) := f(z+w)— f(2) is a

continuous map from the connected set C to a discrete set Lo; its image must be connected

and therefore consists of a single point. It follows that g,,(z) is constant and g/,(z) = 0, which

implies that f'(z 4+ w) = f/(z) for all z € C and w € L;. Thus f/(z) is periodic with respect

to Ly and is therefore a holomorphic elliptic function, hence constant (see Remark 14.10).
Thus f(z) = az + B, for some «a, f € C. For all w € L; we have

m(f(W)) = ¢(m(w)) = ¢(0) = 0.

Taking w = 0 shows that 5 = f(0) € Lo, and we then have aLy C Lo. For all z € C we
have ¢(m1(2)) = m2(f(2)) = m2(az), thus ¢ = ¢,. The value of a is unique: if ¢ = ¢, for
some v € C then (o — )z € Ly for all z € C, which implies & — v = ((a — 7)2z)’ = 0 (as
argued above), and therefore v = . O

As noted above, a morphism ¢: C/L; — C/Ly of complex tori is a holomorphic map
that is also a group homomorphism; in particular, ¢(0) = 0, so Theorem 16.1 applies and
we have the following corollary.

Corollary 16.2. For any two lattices L1, Ly C C the map
{a cC:al; C Lg} — {morphismscp: C/Ly — (C/Lg}
Q= Qo
s an isomorphism of additive groups. If L1 = Lq it is an isomorphism of commutative rings.

The set {& € C: aL; C Lo} on the LHS contains 0 and is closed under addition and
negation and is thus an additive subgroup of C, and if Ly = Lo it is also closed under
multiplication and forms a subring of C. The set of morphisms on the RHS, which we could
have written as Hom(C/Ly,C/Ls), is an additive group under pointwise addition, and when
L; = Ly it is the endomorphism ring End(C/L;) with multiplication given by composition.

Proof. Theorem 16.1 gives us a bijection of sets; we just need to check that it is a group/ring
homomorphism. For i = 1,2, let m;: C — C/L; be the projection maps as above. If
ali C Ly and SL1 C Lo then for all z € C we have

Pat+s(m1(2)) = m((a+p)2) = m(az) +m(B2) = va(m1(2)) +9s(mi(2)) = (Pat+ps)(mi(2)),

thus the map a +— ¢, defines a homomorphism of additive groups. If L; = Ly and we put
7w = m = w9 then we also have

Pap(m(2)) = m(afz) = pa((B2)) = @alps(n(2))) = (Paps)(T(2)),
which shows that o — ¢, is a ring homomorphism. O
We will henceforth identify Hom(C/L;,C/Ly) with {a € C: aL; C Lo} and ¢, with
«; we thus view any « for which oy C Lo both as a complex number and a morphism

C/Ly — C/Ly. We will also freely use z € C to denote its image under the quotient map
m1: C — C/L; and use az to denote ¢, (71 (z) = m2(az) whenever the context is clear.
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16.2 Morphisms of complex tori and isogenies of elliptic curves over C

Let Lq,Ls C C be lattices. In order to complete the proof that complex tori and el-
liptic curves over C are equivalent categories, we need to give an explicit isomorphism
Hom(C/L,,C/L2) ~ Hom(Ep,, Er,). To do this we need to first prove a lemma about
fields of elliptic functions.

Recall that the set of all elliptic functions for a given lattice L forms a field C(L) that
includes the constant functions C C C(L). We now show that the extension C(L)/C is
generated by the Weierstrass p-function and its derivative, and the subfield C(L)®v*" of
even functions (the f € C(L) for which f(—z) = f(2)) is generated by the p-function alone.

Lemma 16.3. Let L C C be a lattice. The following hold:
(i) C(L) = C(p,¢);
(il) C(L)*** = C(p);

(iii) of f € C(L)*™ is holomorphic on C — L then f € Clp].

Proof. Every f € C(L) can be written as the sum of an even function and an odd function:

@)+ =2) | ) - f=2)

fz) = HEL 5

Any odd function g € C(L) can be written as

9(2)
g(z) - p/(z)p (Z)a
where ¢g(z)/¢'(2) is an even function; thus (i) follows from (ii).

We now show that (ii) follows from (iii). Let f € C(L)®V*" and let m be the number of
poles of f that lie in Fy — {0}, where F is the standard fundamental parallelogram for L.
The integer m is a nonnegative and bounded by the order of f. If m > 0 then f(z) has a
pole at some nonzero w € Fy, say of order n. Now consider the even elliptic function

9(2) = (p(2) = p(w))",

which is holomorphic on C — L and has a zero of order at least n at w. The function
gf € C(L)** is holomorphic at w, and every pole of gf in C — L must be a pole of f,
so it has strictly fewer than m poles in Fy — {0}. Repeating this process m times yields a
polynomial @ € C[z] such that Q(p)f € C(L)*V" is holomorphic on C — L; If we assume
(iii), then Q(p)f = P(p) for some P € C[z] and f = P(p)/Q(p) € C(p), implying (ii).

We now prove (iii). Let f € C(L)®*" be nonzero and holomorphic on C — L. If the
order of f is zero then f is constant (by Liouville’s theorem, since an elliptic function is
necessarily bounded). Otherwise f must have a pole at 0 and its Laurent series expansion
at 0 has the form

with a_s, # 0, where 2n is order of f (which must be even). The function

f(2) = a_onp"(2)

is an even elliptic function holomorphic on C — L of order at most 2(n — 1). Repeating this
at most n times yields a polynomial P € C|x] such that f — P(p) € C, and (iii) follows. O
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Theorem 16.4. For i = 1,2 let L; C C be a lattice, let E; := Er, be the corresponding
elliptic curve, define p;(z) := p(z; L;), and let ®;: C/L; — E;(C) be the isomorphism that
sends z & L to (pi(2), 9}(2)) and z € L; to 0. For any o € C, the following are equivalent:

(1) Ly C Lo;

(2) pa2(az) =u(p1(z))/v(pi(z)) for some polynomials u,v € Clx];

(3) There is a unique ¢ € Hom(E1, Eg) such that the following diagram commutes:
C— C/L; —a1— E(C)

@ ¢Ot
l

C———C/Ly —®:— E»(C)

For every morphism ¢ € Hom(E1, Ey) there is a unique o = vy satisfying (1)—(3). The maps
¢ = ag and o — @, define inverse isomorphisms of Hom(E1, E2) and {a € C: aly C La}.

Proof. Properties (1)—(3) clearly hold for o = 0, so we assume « # 0.

(1) = (2): Let w € L1. We have pa(a(z + w)) = p2(az + aw) = pa(az). Thus pa(az)
is periodic with respect to L1, and it is meromorphic, so it is an elliptic function for Lq. It
is an even function, so it is a rational function u(p1(2))/v(p1(2)) of pi(z), by Lemma 16.3.

(2) = (3): Let pa(az) = u(p1(2))/v(p1(2)), let s := (v'v—v'u) and t := av?, and define

()

hia2) = oataz)) = & (M) _sorh )

Then

and we have

Da(P1(2)) = dalp1(2), 01 (2)) = (u(pl(z)) s(p1(2))

/

) &
v(pr(2)) (=)
so the diagram in (3) commutes. If ¢ € Hom(E, F2) also satisfies ¢(®1(z)) = P2(az) then

(¢ — 0a)(P1(2)) = d(P1(2)) — Pa(P1(2)) = P2(az) — P2(az) =0,

and ¢ = ¢q; thus ¢, is the only element of Hom(F1, E2) that makes the diagram commute.

(3) = (1): For all w € L1 we have ®2(aw) = ¢ (P1(w)) = ¢a(0) = 0, which implies
aw € Lo, thus alq C L.

For any ¢ € Hom(FE1, E3), the map <I>51 o ¢ o Py is an element of Hom(C/Ly,C/Ly) and
is therefore induced by the multiplication-by-oe map o + az for a unique o = ay satisfying
aly C La, by Corollary 16.2. The maps a + ¢, and ¢ — oy are thus inverse bijections.

We now show that the map U: Hom(E1, E2) — {a € C: aly C Lo} defined by ¢ — oy
is a group homomorphism. We have ¥(0) = 0, and for all ¢1, ¢2 € Hom(E, E»)

<z>) = (p2(az), h(az)) = Ds(a),

U(p1+ o) = Byl o (p1+ o) o®; = Dy 01 0P + Dy ogoo®y = U(py) + V(o).

Thus ¥ is a group homomorphism and therefore an isomorphism, since it is a bijection. [
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16.3 Endomorphism rings of complex tori and elliptic curves over C

We now specialize to the case L = Lo = L;, and put ¥ = FEp, in which case the group
{a €C: aL C L} ~Hom(F, F) =End(F) is also a ring.

Corollary 16.5. Let L C C be a lattice and let E := Ey. The maps o+ ¢o and ¢ — oy
are inverse ring isomorphisms between {o € C : «L C L} and End(FE), the involution ¢ — b
of End(E) corresponds to complex conjugation o — & in {o € C : oL C L}, and we have
T(a) := a4+ a =tro, and N(«) := aa = deg ¢ = degu = degv + 1, where u,v € Clz] are
as in (2) of Theorem 16.4.

Proof. Let ®: C/L — E(C) and ¥: End(F) — {a € C: oL C L} be as in Theorem 16.4
and its proof (so ¥(¢) = ay); they are both group isomorphisms. For ¢, ¢2 € End(E) we
have

U(prgo) = P lo(proge)o® = (D Lopo®)o (P opyod) = U(hy)T (o),

thus W is a ring homomorphism and therefore a ring isomorphism, since it is a bijection.
For any ¢ € End(E), the complex number « := ay satisfies the characteristic equation

2? — (tr¢)z + deg ¢ = 0,

which has integer coefficients and discriminant tr(¢)? — 4 deg(¢) < 0. Thus a € Z, or « is an
algebraic integer in an imaginary quadratic field, and in either case its complex conjugate &
satisfies the same quadratic equation and we have @a = deg¢ = ¢3¢>, which implies a = qAS
({a € C: aL C L} ~ End(F) has no zero divisors, so the cancellation law applies), and we
have T(a) =a+a = ¢+ ¢ =tré and N(a) = aa = od = deg ¢.

Finally, for any o € {a € C : L C L} we can apply (2) in Theorem 16.4 to write
v(p(2))p(az) = u(p(z)) for some u,v € C[z]. The functions u(p(z)) and v(p(z)) have poles
of order 2degu and 2degv at 0, respectively, while p(«az) has a pole of order 2 at 0, so we
must have degu = degv + 1 and

deg ¢ = max(degu,degv) = degu = degv + 1,

where ¢ = ¢ := (Z%B’ i((;cgy> is as in the proof of Theorem 16.4. O

Remark 16.6. Theorem 16.4 and Corollary 16.5 explain the origin of the term complex
multiplication (CM). When End(FE}) is bigger than Z the extra endomorphisms in End(Ey)
all correspond to multiplication-by-a maps in End(C/L), for some o« € C — R that is an
algebraic integer in an imaginary quadratic field.

Corollary 16.7. Let E be an elliptic curve defined over C. Then End(E) is commutative
and therefore isomorphic to either Z or an order in an imaginary quadratic field.

Proof. Let L be the lattice corresponding to E. The ring End(F) ~ {a € C: oL C L} is
clearly commutative, and therefore not an order in a quaternion algebra. The result then
follows from our classification of endomorphism rings of elliptic curves in Lecture 12, see
Theorem 12.17 and Corollary 12.20. O

Remark 16.8. Corollary 16.7 applies to elliptic curves over QQ, number fields, or any field
that can be embedded in C. It can be extended to all fields of characteristic 0 via the
Lefschetz principle; see [1, Thm. VI.6.1].
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16.4 Elliptic curves with a given endomorphism ring

We have shown that for any lattice L C C we have ring isomorphisms
End(Er) ~{ae€C:aL C L} ~End(C/L). (1)

As noted above, we have been treating the isomorphism on the left as an equality, and it
will be convenient to do the same for the isomorphism on the right. The endomorphism
algebra End®(E;) is isomorphic to either Q or an imaginary quadratic field, so we can
always embed End’(Ey) in C. Once we have done this, provided that we regard End(EL) as
a subring of End®(Ey) (via the canonical injection ¢ — ¢® 1), we actually have an equality
End(Er) = {a € C : oL C L}; moreover, when End(C/L) is an imaginary quadratic
order @, we can choose the embedding of End” (E'r) into C so that each multiplication-by-«
endomorphism of C/L is identified with ¢, € End(EL) (as opposed to ¢4). This is known as
the normalized identification of End(EL) with End(C/L) = O, which we henceforth assume.

We now want to focus on the CM case, where End(E},) is an order O in an imaginary
quadratic field K. The order O is a lattice, and we would like to understand how the lattices
L and O are related. In particular, for which lattices L do we have End(Er) = O?

An obvious candidate is L = O. If a € End(Ep), then aO C O and therefore a € O,
since the ring O contains 1. Conversely, if a € O, then aO C O, since O is closed under
multiplication, and therefore a € End(Ep); thus End(Ep) = O.

The same holds for any lattice homothetic to O. Indeed, the set {a € C: aL C L} does
not change if we replace L with L' = AL for any A € C*, so we are really only interested in
lattices up to homethety (and elliptic curves up to isomorphism). The question now before
us is this: are there any lattices L not homothetic to O for which we have End(Er) = O7

Given that we are only considering lattices up to homethety, we may assume without

loss of generality that L = [1,7], and we can always write O = [1,w] for some imaginary
quadratic integer w. If End(EL) = O, then we must have w-1 =w € L, so w = m + nr,
for some m,n € Z with n # 0. Thus nL = [n,n7] = [n,w — m] C [1,w] = O, which means

that L is homothetic to a sublattice of O. This sublattice must be closed under multiplication
by O, which implies that L is homothetic to an O-ideal (recall that an O-ideal is an additive
subgroup of O closed under multiplication by O, equivalently, any O-submodule of O).

But the situation is a bit more complicated than it appears. While every lattice L for
which End(Er) = O is an O-ideal, the converse does not hold (unless O is the maximal
order Ok). If we start with an arbitrary O-ideal L, it is clear that the set

OL):={aeC:aLCL}={a€eK:aLCL}

is an order in K: note that O C O(L) = End(FE}), since the O-ideal L is closed under
multiplication by O, and this implies that End’(Er) = K. But it is not necessarily true
that O(L) is equal to O; if O # Ok we can always find an O-ideal L for which O(L) strictly
contains O (see Problem Set 9). This motivates the following definition.

Definition 16.9. Let O be an order in an imaginary quadratic field K, and let L be an
O-ideal. We say that L is a proper O-ideal if O(L) = O.

Given that we are only interested in lattices up to homethety, we shall regard two O-
ideals as equivalent if they are homothetic as lattices. A homethety L’ = AL between lattices
that are O-ideals can always be written with A = a/b for some a,b € O. To see this, note
that if L = [wq, ws] then we can take & = Awy € O and = wy. Thus homothetic O-ideals L
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and L’ always satisfy an equation L = L’ for some «a, 3 € O. This motivates the following
definition.

Definition 16.10. Let O be an order in an imaginary quadratic field K. Two O-ideals a
and b are said to be equivalent if they are homothetic as lattices; equivalently, ca = Sb for
some nonzero «, 5 € O; we can also write this as (a)a = ()b, where (a) and () denote
principal ideals and (a)a and (5)b are products of ideals.

Recall that the product of two O-ideals a and b is the ideal generated by all products
ab with @ € a and b € b, and that ideal multiplication is commutative and associative. It is
enough to consider products of generators, so if a = [aj, as] and b = [by, be], then ab is the
ideal generated by the four elements a1b1, a1b2, asbi, asbs. Since ab is an additive subgroup
of O, it is necessarily a free Z-module of rank 2 and can be written as a lattice [c1, c2], where
c1 and ¢y are O-linear combinations of a1b1, a1bs, asby, asbs. Note that ideal multiplication
respects equivalence:

aa=F0band yv¢ =60 = avyac= Fic0.

Definition 16.11. Let O be an order in an imaginary quadratic field. The ideal class group
cl(O) is the multiplicative group of equivalence classes of proper O-ideals.

We should note that it is not clear a priori that cl(O) is actually a group; it is clearly
closed under an associative multiplication and contains an identity element (the class of
principal ideals), but it is not obvious that every element has an inverse. We will give an
explicit proof of this in the next lecture (see Problem Set 9 for an alternative proof that also
shows that cl(Q) is finite). But even without knowing that cl(Q) is actually a group, our
discussion above makes the following proposition clear.

Theorem 16.12. Let O be an order in an imaginary quadratic field. There is a one-to-
one correspondence between elements of the ideal class group cl(O) and homethety classes of
lattices L C C for which End(EL) ~ O.
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17 The CM torsor

Over the course of the last three lectures we have established an equivalence of categories
between complex tori C/L and elliptic curves E/C:

{lattices L C C}/~ — {elliptic curves E/C}/~
L+ Er: y?* =42 — go(L)x — g3(L)
J(L) = j(EL)

in which homothetic lattices correspond to isomorphic elliptic curves, and we have estab-
lished ring isomorphisms
End(C/L) ~ O(L) ~ End(EL)

where the ring
OL)={aecC:alL CL}

is necessarily equal to Z or an order O in an imaginary quadratic field. In the latter case,
which we will assume throughout this lecture, the elliptic curve E, is said to have complex
multiplication (CM) by O, and the lattice L is necessarily homothetic to an O-ideal.

If we fix the order O, the O-ideals L for which End(EL) ~ O are precisely those for
which O(L) = O; in the previous lecture we defined such O-ideals to be proper. Note that
O C O(L) always holds, since L is an O-ideal, but in general O(L) be be larger than O.

The sets

{LZC:0(L)=0}/. +—{E/C:End(E) =0}/~

are both in bijection with the ideal class group
cl(O) := {proper O-ideals a}/~.
where the equivalence relation on proper O-ideals is defined by
a~b — aa = (b for some nonzero «, 5 € O,

and the group operation is given by multiplying representative ideals. As noted in the
previous lecture it is not immediately obvious that cl(O) is a group (associativity is clear
but the existence of inverses is not); one of our first goals is to prove this.

Remark 17.1. Recall that that an order in a Q-algebra K of dimension r is a subring
of K that is also a free Z-module of rank r; see Definition 12.22. When K is an imaginary
quadratic field embedded in the complex numbers, every order O in K is automatically a
lattice in C, since in this case r = dim K = 2 and K is not contained in R. Not every lattice
in C is an imaginary quadratic order, but every imaginary quadratic order O is a lattice in
C (once we fix an embedding of its fraction field), as is every O-ideal (as a free Z-module
an O-ideal must have the same rank as O because it is closed under multiplication by O).
Notice that the equivalence relation we have defined on O-ideals coincides with our notion
of homethety for lattices.

Recalling that isomorphism classes of elliptic curves over an algebraically closed field are
identified by their j-invariants, we now define the set

Ello(C) = {j(F) : E is defined over C and End(E) = O},
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and we then have a bijection of sets

cl(0) =5 Ellp(C)
[a] = j(Ea) = j(a).

As you will prove in Problem Set 9, the ideal class group cl(O) is finite, thus the set Ellp(C)
is finite. Its cardinality is the class number h(O) = # cl(O). Remarkably, not only are the
sets c1(O) and Ellp(C) in bijection, the set Ellp(C) admits a group action by cl(O). In order
to define this action, and to gain a better understanding of what it means for an O-ideal to
be proper, we first introduce the notion of a fractional O-ideal.

17.1 Fractional ideals

Definition 17.2. Let O be an integral domain with fraction field K. For any A € K*
and O-ideal a, the O-module b = Aa := {\a : a € a} is called a fractional O-ideal.*
Multiplication of fractional ideals b = Aa and b’ = Aa’ is defined in the obvious way:

bb’ = (A )ad,
where aa’ is the product of the O-ideals a and a’.?

Without loss of generality we can assume A = 1/ for some 5 € O (if A = «/f3, replace a
with aa), and in the case of interest to us, where K is a number field, we can assume A\ = 1/b
for some positive integer b (if f € Z[z] is the minimal polynomial of 5 then f(3) — f(0) is
divisible by 8 with (f(8) — £(0))/8 = —f(0)/8 € O, and we can take b = £f(0) > 0).

Fractional O-ideals that lie in O are O-ideals, and every O-ideal is a fractional O-ideal.
Note that O is itself an O-ideal, hence a fractional O-ideal, and it acts as the multiplicative
identity with respect to multiplication of fractional O-ideals. Fractional O-ideals b for which
there exists a fractional O-ideal b~! such that bb~! = O are said to be invertible. Not every
fractional O-ideal is invertible (the zero ideal never is, and in general there may be nonzero
fractional O-ideals that are not invertible). The set of invertible fractional O-ideals form a
group under multiplication (this is sometimes called the ideal group of O, even though its
elements are fractional O-ideals many of which are not O-ideals).

17.2 Norms

Let O be an order in an imaginary quadratic field K. We want to define the norm of
fractional O-ideal b = Aa, a rational number that is the product of the norms of A and a.
We first define the norm of a field element A € K™, and the norm of an O-ideal a.

Definition 17.3. Let K/k be a field extension and let A € K*. The multiplication-by-\
map K — K is an invertible linear transformation M) € GL(K) of K as a k-vector space.
The (field) norm and trace of A are defined by

Ng/pA = det My € k* and Tg ) = tr My € k.

!Some authors define fractional O-ideals to be finitely generated O-submodules of K. Every finitely
generated O-module in K is a fractional ideal under our definition, and when O is noetherian (which applies
to orders in number fields), the definitions are equivalent.

2One can also add fractional O-ideals via b+ b’ := {b+b": b € b,b’ € b}, but we won’t need this.
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One typically computes the norm and trace by fixing a basis for K as a k vector space and
writing M) as a matrix using this basis, but the norm and trace of M) do not depend on
the choice of basis. When K is a number field and & = Q it is common to simply write
N := Ng/g and T := Tg/q when the number field K is clear from context, but note that

for A € Q we have NA = AX:Q and TA = [K : Q]\, which depend on K, not just \.

When K ~ End’ (E) is an imaginary quadratic field, Definition 17.3 coincides with our
definition of the (reduced) norm and trace of an element of End’(E) (see Definition 12.6).
When K is an imaginary quadratic field embedded in C we have Na = a@ and Ta = a+a,
where @ denotes complex conjugation (equivalently, the action of the unique non-trivial
element of Gal(K/Q)). Thus in this setting the complex conjugate

a=Ta—-—a=a
is the dual of a € End’(E) = K — C.

Definition 17.4. Let O be an order in a number field K and let a be a nonzero O-ideal.
The (absolute) norm of the ideal a is

Na:=1[0:a] =#0/a € Z~y.

We can also interpret Na as the ratio of the volumes of fundamental parallelepipeds for a
and O, viewed as lattices in the Q-vector space K.

We now show that our two definitions of norm agree on principal O-ideals.

Lemma 17.5. Let a be a nonzero element of an order O in a number field K. Then
N(a) = [Nal,
where () denotes the principal O-ideal generated by c.

Proof. The lemma follows from the fact that the determinant of M, € GL(K) ~ GL,(Q)
can be interpreted as the signed volume of the fundamental parallelepiped of the lattice
(a) in the Q-vector space K ~ Q", where n = [K : Q] is the degree of K. Notice that
N(a) = [0 : ()] = [0 : O] = [Ok : aOk] depends only on « and K, not the order O
(N.B. this holds for principal ideals but not in general). O

Warning 17.6. Given that the field norm is multiplicative and that we can view the ideal
norm as the absolute value of a determinant, it would be reasonable to expect the ideal
norm to be multiplicative. This is not always true. As an example, consider the ideal
a = [2,2i] in the order O = [1, 2i], which has norm Na = [O : a] = 2. Then a? = [4, 4i] and

Na? = 8 # 22 = (Na)2.

However, as we shall see, the ideal norm is multiplicative when a and b are both proper
O-ideals, and when either a or b is a principal ideal.

Corollary 17.7. Let O be an order in a number field, let « € O be nonzero, and let a be a
nonzero O-ideal. Then
N(aa) = N(a)Na.

Proof. N(aa) =[O0 : aa] =[O0 :d][a: aal =[O : a][O : «O] = NaN(a) = N(a)Na. O
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This allows us to make the following definition.

Definition 17.8. Let b = %a be a nonzero fractional ideal in an order O of a number field,
with b € Z~¢ (as above, we can always write b this way). The (absolute) norm of b is

Na

Nb = —
b Nb

€ QZ,.
Corollary 17.7 ensures that this does not depend on the choice of b and a.

When b C O we can take b = 1, in which case this agrees with Definition 17.4.

17.3 Proper and invertible fractional ideals

We now return to our original setting, where O is an order in an imaginary quadratic field.
Extending our terminology for O-ideals, for any fractional O-ideal b we define

O(b) :== {a: ab C b},

and say that b is proper if O(b) = O. In this section we will show that b is proper if and
only if it b is invertible (there is a fractional O-ideal b~! for which bb=! = O). Let us first
note that for b = Aa, whether b is proper or invertible depends only on the O-ideal a.

Lemma 17.9. Let O be an order in an imaginary quadratic field, let a be a nonzero O-ideal,
and let b = Aa be a fractional O-ideal. Then a is proper if and only if b is proper, and a is
invertible if and only if b is invertible.

Proof. For the first statement, note that {a: ab C b} = {a : ada C Aa} = {a : aa C a}.
For the second, if a is invertible then b=' = A~'a~!, and if b is invertible then a=! = Ab~!,
since aa ™! = aAb~t = bbb~ = O. O

We now prove that the invertible O-ideals are precisely the proper O-ideals and give an
explicit formula for the inverse when it exists. Our proof follows the presentation in [1, §7].

Theorem 17.10. Let O be an order in an imaginary quadratic field and let a = [o, 5] be
an O-ideal. Then a is proper if and only if a is invertible. Whenever a is invertible we have
aad = (Na), where a = [&, ] and (Na) is the principal O-ideal generated by the integer Na;

the inverse of a is then the fractional O-ideal a=! = Niuﬁ.

Proof. If a is invertible, then for any v € C we have

1

vaCa = vyaa ' Caa ! = 7O C 0O = ~€O,

so O(a) C O, and therefore a is a proper O-ideal, since we always have O C O(a).

We now assume that a = [«, 5] is a proper O-ideal and show that aa = (Na), which
implies a™! = g-a. Let 7 = B/a, so that a = a[l, 7], and let aa® + bx + ¢ € Z[z] be the
minimal polynomial of 7 made integral by clearing denominators, with @ > 0 minimal. The
fractional ideal [1, 7] is homothetic to a, so O([1,7]) = O(a) = O, since a is proper.

Let O = [1,w]. Then w € [1,7] and w = m + n7 for some m,n € Z; after replacing w
with w — m, we may assume w = n7. We also have wr € [1, 7], since [1, 7] is an O-module,
so n7? € [1, 7], which implies that a|n, by the minimality of a (Gauss’s lemma implies that
we must have {f € Z[z] : f(7) = 0} = (az® + bx + ¢)). We also have ar[1,7] C [1, 7] (since
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at and ar? = —br —c lie in [1,7]), so ar € O([1,7]) = O = [1,n7], and we must have n = a
and O = [1,ar|. Thus

N(oz).

N(a) = [0 d] = [1,a7] : a[1,7]] = %[[MT] o[l ar]] = 2[(9 0] =

We also have

aa = «fl, 7]a[l,7] = N(a)[1, 7,7, 77].
Using at? + br + ¢ = 0, we see that 7 + 7 = —b/a, and 77 = ¢/a. We then have
_ o N(«)
aa = N(a)[1,7,7,77] = [a,aT,—b,c] = Na[l,ar] = (Na)O = (Na)
a
as claimed, where we have used ged(a,b,c) = 1 to get [a,ar,—b,c] = [1,a7], and it follows
that a~! = g-a. O

Corollary 17.11. The ideal class group cl(O) is the group of invertible fractional O-ideals
modulo its subgroup of principal fractional O-ideals (in particular cl(O) is a group).

Proof. Recall that cl(O) = {proper O-ideals}/.., where ~ denotes homethety. Let G be the
group of invertible fractional O-ideals and H its subgroup of principal fractional O-ideals.
Every invertible fractional O-ideal b = %a is the product of an invertible principal frac-
tional O-ideal (3) and an invertible O-ideal a, by Lemma 17.9. It follows that G//H consists
of all cosets aH, where a is any invertible, equivalently, proper O-ideal (by Theorem 17.10).
Every nonzero principal fractional O-ideal is invertible, since (a)™! = (a™!), so H contains
every nonzero principal fractional O-ideal and for any two proper/invertible O-ideals a, b
we have a ~ b if and only if aH = bH. It follows that cl(O) = G/H. O

Corollary 17.12. Let O be an order in an imaginary quadratic field and let a and b be
invertible (equivalently, proper) fractional O-ideals. Then N(ab) = NaNb.

Proof. If a = 1’ and b = b/ with a,b € Z and ', b’ C O then N(ab) = Xo¥) g it is

enough to consider the case where a and b are invertible O-ideals. We have
(N(ab)) = abab = abab = aabb = (Na)(Nb),

and it follows that N(ab) = NaNb, since Na, Nb, N(ab) € Z~. O

17.4 The action of the ideal class group on CM elliptic curves

Let O be an order in an imaginary quadratic field. We are ready to define the action of
cl(O) on Ellp(C) = {j(E) : E/C with End(E) = O}, which we will do by defining an action
of proper O-ideals on elliptic curves E/C with CM by O (up to isomorphism).

Every E/C with End(E) = O is isomorphic to Ey, for some proper O-ideal b. For any
proper O-ideal a we define the action of a on Ejy via

0B, = E,1y, (1)

(we E,-1, rather than Fg, because ab C b but b C a='b). The action of the equivalence
class [a] on the isomorphism class j(Fy), is then defined by

[a]j(Eb) = j(Eqa-10), (2)
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which we can also write as
[a]j(b) = j(a""b),

which does not depend on the choice of a and b.

If a is a nonzero principal O-ideal, then the lattices b and a~'b are homothetic, and we
have aEy ~ Ej. Thus the identity element of cl(O) acts trivially on Ellp(C). For any proper
O-ideals a,b, and ¢ we have

a(bEc) = ClE’b—1c = Ea—lb—lc = E(ba)—lc = (ba)Ec = (ab)Ec.

Thus we have a group action of cl(O) on Ellp(C).

For any proper O-ideals a and b, we have [a]j(b) = j(a~!b) = j(b) if and only if b is
homothetic to a='b, by Theorem 15.5, and in this case we have ab = Ab for A € K*, and
then a = AQ is principal. This implies that the action of cl(Q) is not only faithful (only the
identity fixes every element), it is free (every stabilizer is trivial).

The fact that the sets cl(O) and Ellp(C) have the same cardinality implies that the
action must also be transitive: if we fix any jo € Ellp(C) the images [a]jo of jo under the
action of each [a] € c](O) must all be distinct, otherwise the action would not be free; there
are only #Ellp(C) = # cl(O) possibilities, so the cl(O)-orbit of jy is all of Ellp(C).

A group action that is both free and transitive is said to be regular. Equivalently, the
action of a group G on a set X is regular if and only if for all x,y € X there is a unique
g € G for which gz = y. In this situation the set X is said to be a a G-torsor (or principal
homaogeneous space) for G. We have thus shown that the set Ellp(C) is a cl(O)-torsor.

If we fix a particular element x of a G-torsor X, we can then view X as a group that
is isomorphic to G under the map that sends y € X to the unique element g € G for
which gx = y. Note that this involves an arbitrary choice of the identity element x; rather
than thinking of elements of X as group elements, it is more appropriate to think of the
“differences” or “ratios” of elements of X as group elements. In the case of the cl(O)-torsor
Ellp(C) there is an obvious choice for the identity element: the isomorphism class j(Ep).
But when we reduce to a finite field F, and work with the cl(O)-torsor Ellp(F,), as we shall
soon do, we cannot readily distinguish the element of Ellp(FF,) that corresponds to j(Ep),
and make an arbitrary choice.

17.5 The CM action via isogenies

To better understand the cl(O)-action on Ellp(C) we now want to look at isogenies between
elliptic curves with CM by O; but first let us consider the situation more generally.

Let ¢: E4 — E5 be an isogeny of elliptic curves over C, and let L; and Ly be corre-
sponding lattices, so that 4 = Er, and Fy = Er,. By Theorem 16.4, there is a unique
a = ag with aL; C Lg such that the following diagram commutes

(C/Ll —a— (C/LQ
| |

Dy o)

s i

As we are only interested in lattices up to homethety and elliptic curves up to isomorphism,
we can replace Ly with the homothetic lattice .y and E7 by an isomorphic elliptic curve so
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that @ = 1 and the isogeny ¢ is induced by the inclusion L; C Lo; note that this amounts to
composing ¢ with an isomorphism and does not change its degree. Up to an isomorphism of
elliptic curves and a homethety of lattices, every isogeny ¢: E1 — Ejs arises from an inclusion
of lattices L1 C Lo. In this situation it is clear what the kernel of ¢ is. By commutativity,
since a = 1, the kernel of ¢ consists of the images ®1(z) of points z € C for which ®2(z) = 0;
these are precisely the z € Lo (which includes L; C Ly but may also include z € Ly — L,
since Lo is a finer lattice). We have ®1(z) = 0 if and only if z € L;, and it follows that

#ker¢ = [LQ . Ll]

We are in characteristic zero, so ¢ is automatically separable and deg ¢ = # ker ¢ = [Lo : L1].
The discussion above applies to any isogeny of elliptic curves over C; up to isomor-
phism they all arise from lattice inclusions; in particular, the inclusion nL C L induces the
multiplication-by-n endomorphism of E7,.
Let us now specialize to the case where F;/C has CM by O. Then L; is homothetic to a
proper (hence invertible) O-ideal b, so let us put L; = b and E; = Ej. If a is any invertible
O-ideal, the inclusion of lattices b C a=1b (given by ab C b) induces an isogeny

¢u: Ey — Eaflb =ak)

that corresponds to the action of a on Ejy defined in (1). Moreover, if Fs = Er, has CM by
O, then Ly is homothetic to an invertible O-ideal ¢, and if we replace b by the homothetic
O-ideal (N¢)b, then ¢ divides (hence contains) b, because N¢ = cc, by Theorem 17.10. If
we now put a = bc~!, then the isogeny ¢q: Fy — E. = aFj induced by the inclusion b C ¢
corresponds to the action of a on Ep. After rescaling a, b, ¢ by integer multiples if necessary,
we can assume a is an invertible O-ideal.

Thus all elliptic curves over C with CM by O are isogenous, and up to isomorphism,
every isogeny between elliptic curves over C with CM by O is of the form Fy, — aFEj, where
a and b are invertible O-ideals.

Definition 17.13. Let E/k be any elliptic curve with CM by an imaginary quadratic
order O, and let a be an O-ideal. The a-torsion subgroup of E is defined by

Ela] :={P € E(k) : «(P) =0 for all « € a},
where we are viewing each a € a C O ~ End(E) as an endomorphism.

Theorem 17.14. Let O be an imaginary quadratic order, let E/C be an elliptic curve with
endomorphism ring O, let a be an invertible O-ideal, and let ¢, be the corresponding isogeny
from E to aE. The following hold:

(i) ker ¢pq = Ela];
(ii) deg ¢y = Na.

Proof. By composing ¢, with an isomorphism if necessary, we assume without loss of gener-
ality that £ = Ej for some invertible O-ideal b. Let ® be the isomorphism from C/b — FEj
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that sends z to (p(2), ¢'(2)). We have

®Y(Ela]) = {2 €C/b:az=0 for all a € a}
={z€C:azebforallaca}l/b
={z€C:zaCb}/b
={zeC:20Ca'b}/b
= (a"tb)/b
— ker (C/b 2% C/a—lb>
= &' (ker ¢a),
which proves (i). We then note that
#FEa)=[a"'b:b]=[b:ab] =[0:a0] =[O :a] = Na,
which proves (ii). O

Corollary 17.15. Let O be an imaginary quadratic order and let a be an invertible O-ideal.
For every elliptic curve E/C with CM by O the elliptic curves E and aE are related by an
isogeny ¢q: E — aF of degree Na.

Proof. This follows immediately from the theorem and discussion above. O

17.6 Discriminants

To streamline our work with imaginary quadratic orders, we define the discriminant of O, a
negative integer that uniquely determines O. Since O is a subring of an imaginary quadratic
field that has rank 2 as a Z-module, we can always write O as [1, 7], where 7 is an algebraic
integer that does not lie in Z; its minimal polynomial is necessarily of the form x? + bz + ¢
with discriminant b? — 4¢ € Zq.

Definition 17.16. Let O = [1, 7] be an imaginary quadratic order. The discriminant of O

is the discriminant of the minimal polynomial of 7, which we can compute as

disc(0) = (7 +7)2 — 477 = (r — 7)% = det G :)2 .

If A is the area of a fundamental parallelogram of O then
disc(0) = (1 — 7)* = —4|im 7[> = —442,
thus the discriminant does not depend on our choice of 7, it is intrinsic to the lattice O.

Since the discriminant disc(O) is a negative integer of the form bv? — 4c with b,c € Z, it
is necessarily a square modulo 4 (hence congruent ot 0 or 1 mod 4).

Definition 17.17. A negative integer D that is a square modulo 4 is an (imaginary
quadratic) discriminant. Discriminants not of the form u2D’ for some integer u > 1 and
discriminant D’ are said to be fundamental. Every discriminant can be written uniquely as
the product of a square and a fundamental discriminant.
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There is a one-to-one relationship between imaginary quadratic discriminants and orders
in imaginary quadratic fields; fundamental discriminants correspond to maximal orders.

Theorem 17.18. Let D be an imaginary quadratic discriminant. There is a unique imagi-
nary quadratic order O with disc(O) = D = u?Dy, where D is the fundamental discrimi-
nant of the mazimal order O in K = Q(v/Dg), and u =[Ok : O).

Proof. Write D = disc(0) as D = u?Dy, with u € Z~g and D a fundamental discrimi-
nant. Let K = Q(v/Dg), and let O be its ring of integers, the maximal order of K, by
Theorem 12.26. Now define

—V?K if D =0 mod 4;
T =
VP if D =1 mod 4.

Then disc([1,7]) = (7 — 7)? = Dk, and 7 + 7 and 77 are integers, so 7 € Ok and [1, 7] is a
suborder of Ok . But O is the maximal order of K, so O = [1,7] and disc(Og) = Dg.
The order O = [1,u7] then has discriminant (ur — u7)? = u?Dg = D.

Conversely, if O = [1,w] is any imaginary quadratic order of discriminant D, than w is
the root of a quadratic equation of discriminant D and therefore an algebraic integer in the
field Q(vD) = Q(v/Dg) = K. We must have O C Ok, since O is the unique maximal
order. The ratio of the squares of the areas of the fundamental parallelograms of O and O
must be D/Dy = u?, which implies [Ok : O] = u. Let Og = [1,7] with 7 defined as above.
By Lemma 17.19 below, uOQy C O, so ut € O, and the lattice [1,ur] € O has index u in O
and is therefore equal to O. It follows that [1,u7] is the unique imaginary quadratic order
of discriminant D. O

The index u = [Ok : O] is also called the conductor of the order O.
Lemma 17.19. If L' is an index n sublattice of L then nL is an index n sublattice of L'.

Proof. Without loss of generality, L = [1,7] and L' = [a,b+ ¢7] (let a be the least positive
integer in L’). Comparing areas of fundamental parallelograms yields

n|im7| = |aim cr| = |ac|| im 7|

n = |ac|,
Thus a|n, son € L', and a(b+c71)—ba = act = +n7, sont € L'; therefore nL = [n,n7] C L.
We have [L: L' =nand [L: L'][L' : nL] = [nL : L] = n? so [l : nL] = n. O
References
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18 Riemann surfaces and modular curves

Let O be an order in an imaginary quadratic field and let cl(O) be its ideal class group
(proper O-ideals up to homethety, or equivalently, invertible fractional O-ideals modulo
invertible principal O-ideals). In the previous lecture we showed that the set

Ellp(C) := {j(F) : E/C with End(F) = O}

of isomorphism classes of elliptic curves E/C with complex multiplication by O is a torsor
for the group cl(O). If a and b are proper O-ideals and FEj is the elliptic curve corresponding
to the complex torus C/b, then E, has CM by O and the O-ideal a acts on Fj via

aEb - Ea—lb.
The isogeny ¢q: Ey — aEj induced by the lattice inclusion b € a~!b has kernel

ker oy = Eyla] :={P € E(C): aP =0for all « € a C O ~ End(Ey)},
#ker ¢pq = deg g = Na :=[O : a].

To make further progress in our development of the theory of complex multiplication, we
need a better understanding of the isogenies ¢,. The key to doing so, both from a theoretical
and practical perspective, is to understand the modular curves that “parameterize” isogenies
of elliptic curves (in a sense that will be made clear in later lectures).

In this lecture our goal is simply to introduce the notion of a modular curve, beginning
with the canonical example X (1). Modular curves, and the modular functions that comprise
their function fields are a major topic in their own right, one to which entire courses are
devoted; we shall necessarily only scratch the surface of this rich and beautiful subject. Our
presentation is adapted from [1, V.1] and [3, L.2].

18.1 The modular curves X (1) and Y (1)

Recall from Lecture 15 that the modular group I' := SL9(Z) acts on the upper half plane
H:= {r € C:im7 > 0} via linear fractional transformations:

a b at +b
T = :
c d ct+d
The quotient H/T' (the I-orbits of H) is known as the modular curve Y (1), whose points
may be identified with points in the fundamental region

F={z€H:re(z) € [-1/2,1/2) and |z| > 1, with |z| > 1 if re(z) > 0}.

You may be wondering why we call Y(1) a curve. Recall from Theorem 15.11 that the
j-function defines a holomorphic bijection from F to C, and we shall prove that in fact Y (1)
is isomorphic, as a complex manifold, to the complex plane C, which we may view as an
affine curve: if we put f(z,y) =y then the zero locus of f is {(z,0) : z € C} ~ C.

The fundamental region F is not a compact subset of H, since it is unbounded along the
positive imaginary axis. To remedy this deficiency, we compactify it by adjoining a point
at infinity to H and including it in F. We want SLs(Z) to act on our extended upper half
plane, and we want this action to be continuous, as it is on H. Given that

ar+b a

im = -,
imr—oo cT + d C
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we should also include the set of rational numbers in our extended upper half plane. So let
H* =HUQU {c0} = HUPYQ),

and let T act on H* by extending its action on H to P'(Q) via

The points in H* —H = P!(Q) are called cusps; as you proved on Problem Set 8, the cusps
are all I'-equivalent. Thus we may extend our fundamental region F for H to a fundamental
region F* for H* by including a single cusp: the point co = (1 : 0) € P}(Q), which we may
view as a point lying infinitely far up the positive imaginary axis.

We can now define the modular curve X (1) = H*/I', which contains all the points
in Y(1), plus the cusp at infinity. This is a projective curve, in fact it is the projective
closure of Y(1) in P2. Tt is also a Riemann surface, a connected complex manifold of
dimension one. Before stating precisely what this means, our first goal is to prove that X (1)
is a compact Hausdorff space.

We extend the topology of H to a topology on H* by taking as a basis of open neighbor-
hoods:

e 7 € H: all open disks about 7 that lie in Hj

o 7€ Q: all sets {7} U D, where D C H is an open disk tangent to the real line at 7;

o 7 = o0: all sets of the form {r € H:im7 > r} for any r > 0;
The topology of H* is generated by these open neighborhoods under unions and finite inter-
sections; note that the induced subspace topology on H is just its standard topology.

It is clear that H* is a Hausdorff space (any two points can be separated by neighbor-
hoods). It does not immediately follow that X (1) = H*/T" is a Hausdorff space; a quotient

of a Hausdorff space need not be Hausdorff. To show that X (1) is Hausdorff we first prove
two lemmas that will be useful in what follows.

Lemma 18.1. For any compact sets A, B C H the set S ={y €T :yAN B # 0} is finite.

Proof. Recall that for any v = (‘Cl 3) € I' we have

ar+b . (at+0b)(cT+d) (ad—bc)imT imT

crtd 0 leT + d|? et +d2 e +d|?

im~y7T =im
Now define
r:=max{im7a/im7p : 74 € A, 75 € B}.

If y74 = 7 for some 74 € A and 75 € B, then |cT4 +d|? = im74/im 75 < r, which implies
upper bounds on |¢| and |d| for any v € S. Thus the number of pairs (¢, d) arising among
(f:‘ g) € S is finite. Let us now fix one such pair and define

s = max{|rp|lcTa +d| : T4 € A, 75 € B}.

For any v = (¢%) € I' we have |y7| = a7 4 b|/|cT + d|. If 74 = 75 for some 74 € A and
T € B, then |aT4 +b| = |7g||cTa +d| < s, which gives upper bounds on |a| and |b| as above.
The number of pairs (a, b) arising among (‘; cbl) € S is thus finite, hence S is finite. O

18.783 Spring 2021, Lecture #18, Page 2



Lemma 18.2. For any 11,70 € H* there exist open neighborhoods U1,Us of 11,0 such that
YU NUs 0 <= 711 = 7,

for all v € T'. In particular, each 7 € H* has an open neighborhood in which it is the sole
representative of its I'-orbit.

Proof. We first note that if y7; = 79, then yU; N Us # ) for all open neighborhoods Uy, Us
of 7,72, so we only need to consider v for which v # 7o.

We first consider 71,72 € H and let C1,Cy C H be closed disks about them. Let
S(C1,C3) == {y : vC1 N Cy # 0 and vy # 72}. If S is nonempty, pick v € S, and let
Us and U be disjoint open neighborhoods of 47 and 7o respectively (they exist because
H is Hausdorff). Then 4~ 'Us is an open neighborhood of 71 (since v acts continuously),
and it contains a closed disk ¢ C C; about 71, and the open set Uj similarly contains a
closed disk C C Cy about 72. We then have S(C7, C%) € S(C1,Ca), since by construction,
v & S(C1,C%). By Lemma 18.1, S is finite, so if we continue in this fashion we will eventually
have S(Cy,C3) = (), at which point we may take Uy, Us to be the interiors of C,Cs.

We now consider 71 € H and 7 = co. Let U; be a neighborhood of 71 with Uy C H. The
set {|er +d|: 7 € Uy, ¢,d € Z not both 0} is bounded below, and {im~7:~vy € I',7 € U1} is
bounded above, say by 7, since im (2 %) 7 = im7/|cr 4+ d|?. If we let Up = {7 : im7 > r} be
our neighborhood of 79 = oo, then YyU; N Uy = @ for all v € I" and the lemma holds. This
argument extends to all the cusps in H*, since every cusp is I'-equivalent to oo, and we can
easily reverse the roles of 71 and 7o, since if yU; N Uy = () then U; Ny~ U, = .

Finally, if 1 = m =oco welet Uy =Us = {7 € H:im7 > 1} U {oo}: for im7 > 1 either
im~y7 = im 7, in which case v = (} 1) fixes oo, or im~y7 = im7/|er +d|? < 1. O

Theorem 18.3. X (1) is a connected compact Hausdorff space.

Proof. It is clear that H is connected, hence its closure H* is connected, and the quotient of
a connected space is connected, so X (1) is connected.

To show that X (1) is compact, we show that every open cover has a finite subcover.
Let {U;} be an open cover of X(1) and let m: H* — X (1) be the quotient map. Then
{m~1(U;)} is an open cover of H* and it contains an open set Vj containing the point oo.
Let {V4,...,V,} be a finite subset of {7~1(U;)} covering the compact set F — Vp (note that
Vo contains a neighborhood {z : im z > 7} of 0c0). Then {Vj,...,V,,} is a finite cover of F*,
and {7(Vp),...,m(V;,)} is a finite subcover of {U;}.

To show that X (1) is Hausdorff, let 21,22 € X (1) be distinct, and choose 71, 72 so that
m(71) = x1 and w(72) = x2. Then 75 # y7 for all v € T" (since x1 # x3), so by Lemma 18.2,
there are neighborhoods Uy and Us of 71 and 75 respectively for which vU; N Us = () for all
~v € T'. Thus n(U;) and w(Us) are disjoint neighborhoods of x; and z5. O

We note that Lemmas 18.1 and 18.2 and Theorem 18.3 all hold if we replace I' by any
finite-index subgroup of I'; the proofs are essentially the same, the only difference is an
additional argument in the proof of Lemma 18.2 to handle inequivalent cusps.

18.2 Riemann surfaces

Definition 18.4. A complex structure on a topological space X is an open cover {U;}
of X together with a set of compatible homeomorphisms' 1;: U; — C with open images.

'Recall that a homeomorphism is a bicontinuous function, a continuous function with a continuous inverse.
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Homeomorphisms ; and ; are compatible if whenever U; N U; # 0 the transition map
Wi ot (U NU;) — (U N U;)
is holomorphic.

The homeomorphisms 1); are called charts (or local parameters), and the collection {1);}
is called an atlas. Each chart v; allows us to view a local neighborhood U; of X as a
region of the complex plane, and the transition maps allow us to move smoothly from
one region to another. Note that transition maps are automatically homeomorphisms; the
requirement that they be holomorphic is a stronger condition (this is what differentiates
complex manifolds from real manifolds).

Definition 18.5. A Riemann surface is a connected Hausdorff space with a complex struc-
ture (equivalently, it is a connected complex manifold of dimension one).?

Example 18.6. The torus C/L corresponding to an elliptic curve E//C is a Riemann surface.
To give C/L a complex structure let 7: C — C/L be the quotient map, let » > 0 be less
than half the length of the shortest vector in L, and for each z € C in a fundamental region
for L, let U, C C be the open disc or radius r centered at z. The restriction of 7w to each U,
is injective (by our choice of r) and defines a homeomorphism. We may thus take {7(U)}
as our open cover and the inverse maps 7~ !': m(U,) — U, as our charts. The transition
maps are all the identity map, hence holomorphic.

It is clear that C/L is a connected Hausdorff space, hence a Riemann surface, in fact
a compact Riemann surface. We can compute its genus by triangulating a fundamental
parallelogram and computing its Euler characteristic. Recall Euler’s formula

V-E+F=2-2g,

where V' counts vertices, E counts edges, F' counts faces, and g is the genus. If L = [wy,ws],
we may triangulate the parallelogram Fy by drawing a diagonal from w; to we. We then
have V =1 (every lattice point is equivalent to 0), E = 3 (edges on the opposite side of the
parallelogram are equivalent, so 2 edges on the border plus the diagonal), and F' = 2 (two
triangles, one on each side of the diagonal). We thus have

1-342=2-2g,
and g = 1, as expected.

In order to show that X (1) is a Riemann surface, we need to give it a complex struc-
ture. The only difficulty that arises when doing so occurs at points in H* that possess
extra symmetries under the action of I'. We may restrict our attention to the fundamental
region F*, and in this region there are only three points that we need to worry about, the
points 7, p := e?™/3 and co. We require the following lemma.

2Strictly speaking, a Riemann surface is also required to be second-countable, meaning that it admits
a countable basis of open sets. This is easily satisfied by all the Riemann surfaces that we shall consider
(to get a countable basis for H take open discs of rational radii centered at points with rational real and
imaginary parts; this easily extends to a countable basis for H* and any quotient thereof).
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Figure 1: H*/T

Lemma 18.7. For t € F*, let G, denote the stabilizer of T in T = SLy(Z). Let S = (9 7')
and T = (§1). Then

{21} ~7Z/27 if T ¢ {i,p,00};
G - (S) ~7Z/4A7Z if T =1;
) (ST) ~ Z/6Z ifT=p
(+T) ~7Z if T = o0.

Proof. See Problem Set 8, or stare at Figure 1 and note —1I acts trivially and Too = co. [

18.3 The modular curve X (1) as a Riemann surface

We now put a complex structure on X (1). Let 7: H* — X (1) be the quotient map, and
for each point = € X(1) let 7, be the unique point in the fundamental region F* for which
m(1z) = x, and let G, = G, be the stabilizer of 7,. For each 7, € F*, we can pick a
neighborhood U, such that yU, N U, = 0 for all v ¢ G, by Lemma 18.2. The sets w(U,)
form an open cover of X (1). For x # oo, we can map U, to an open subset of the unit disk
D:={z € C:|z] < 1} via the homeomorphism d,: H — D defined by

T — Ty

0x(7) = (1)

T—Tg

To visualize the map d,, note that it sends 7, to the origin, and if we extend its domain
to H C C, it maps the real line to the unit circle minus the point 1 and sends oo to 1. Note
that im7 > 0 and im 7, < 0, so 0;(7) is defined and nonzero for all 7 € H.
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To define 1, we need to map 7 (U,) into D. For 7, # 4, p, 00 we have G, = {£1}, which
fixes every point in U,, not just 7,. In this case the restriction of m to U, is injective, we
have U, /T = U, /G, = Uy, so we can simply define v, := 6, o w1

When |G| > 2, the restriction of w to U, is no longer injective (it is at 7., but not at
points near 7)), so we cannot use ¥, = 6, o7 . We instead define v, (2) = 6,(7~1(2))",
where n = |G| /2 is the size of the I'-orbits in U, \{7;}. Note that when G, = {1} we have
n =1 and this is the same as defining 1, = 6, o 7~!. To prove that this actually works, we
will need the following lemma.

Lemma 18.8. Let 7, € H, with 0,(7) as in (1), and let p: H — H be a holomorphic
function fixing T, whose n-fold composition with itself is the identity, with n minimal. Then
for some primitive nth root of unity ¢, we have 0,(p(7)) = (dx(7) for all T € H.

Proof. The map f = 6, o p o6, ! is a holomorphic bijection (conformal map) from D to D
that fixes 0. Every such function is a rotation f(z) = (z with || = 1, by [4, Cor. 8.2.3].
Since the n-fold composition of f with itself is the identity map, with n minimal, ¢ must be
a primitive nth root of unity. O

What about © = co? We have G, = (£T'), so the intersection of the I'-orbit of any
point 7 € Uso\{oo} with Uy is the set {7 +m : m € Z}. We now define

2miz if
5us(2) = {e if z # oo,

0 if z = o0,
and let Yoo = doo © ™ L. Then doo (T +m) = doo(7) for all 7 € U, \{oo} and m € Z.

The following commutative diagrams summarize the charts 1,.:

Uy —7— U, /G, Uy —7— Uy /Gy
| | N |
1 { NG L
D 2" — D D
x # 00, 05(T) = % T =00, 0,(7) = p2miT
n=|Gyl/2

We are now ready to prove that X (1) is a compact Riemann surface. Theorem 18.3
states that X (1) is a connected compact Hausdorff space, so we just need to prove that we
have a complex structure on X (1). This means verifying that the maps ¢, : 7(U,) — D are
well-defined (we must have ¢(7(y7)) = ¢(mw(7)) for all T € U, and v € G;), that they are
homeomorphisms, and that the transition maps are holomorphic.

Theorem 18.9. The open cover {U,} and atlas {15} define a complex structure on X (1).

Proof. As above, let © = mw(7,) with 7, € F*. We first verify that the maps 1, are well-
defined homeomorphisms.

We first consider z # co. By Lemma 18.7, the stabilizer G, of 7, is cyclic of order 2n,
and v = +1 acts trivially for all v € G,. Applying Lemma 18.8 to the function ¢(7) = v,
we have 0;(vz) = (d5(2) for all z € Uy, where ( is a primitive nth root of unity. Thus

Yo (m(72)) = 02(72)" = ("02(2)" = 02(2)" = Yu(m(2))
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for all z € U,. It follows that 1, is well defined on U,/G,. To show that 1, is a home-
omorphism, it suffices to show that it is holomorphic and injective, by the open mapping
theorem [4, Thm. 5.5.4|. Tt is clearly holomorphic, since §,(7) is a rational function with no
poles in U,. To prove injectivity, assume 9, (7(71)) = ¥z(7(72)). Then for some integer k

3z ()" = (1)
bz(m1) = Ck5w(7'2) = 59:('Yk7'2)
= ’YkT2
m(7) = mw(72).

Thus 1, is an injective and therefore a homeomorphism.
For 2 = oo, the point 7 = oo € H* is the unique point in Uy, for which 7(7) = oo, and
Yz(7) = 0 if and only if 7 = 00. S0 9 is well defined at co. For 7 € Us\{oo}, we have

Yoo (17 + 1)) = B (7 + 1) = TTHM = 27T = 5 () = e (m(7))
for all m € Z, thus 9 is well defined. The map 1 is clearly continuous, and it has a
continuous inverse
_ -logz) ifz2#0,
V3o = { (rilog2) if2 70
00 otherwise,

thus it is a homeomorphism.
We now show that the transition maps are holomorphic. Let us first consider U,, U,
with z,y # co. For any z € 9, (n(Uy) N7(Uy)) C D we have

Yy ot (2) =ty omon ot (z) = (¥ om) o (¥rom)H(2) = by 00,1 (5™),

where n, = |G|/2 and n, = |Gy|/2. The map &,* 05, ! is holomorphic on D, so it suffices to
show that it is a power series in 2"#; this will imply that 5;@ oé;l(zl/m) is defined by a power
series in z, hence holomorphic. Let { be an n; th root of unity such that 0,(vz) = (0,(z),
where v generates G, as in Lemma 18.8. Note that w oy = 7 for any v € I, so we have

8y 08, (¢2) = (¥yom) o (y00;1(2) = thyomody'(2) =6y 08, ().

It follows that &, 0§, ! is a power series in 2", since it maps ¢z and z to the same point.
For x # oo and y = oo we have

Yoo 0y 1 (2) = hyomom oy (2) = (Yyom) o (Ypom) ' (2)
= 000 0 0; 1 (212 = exp (271'2' 5;1(21/”9“)) ,

where o, 00, ! is holomorphic. and the same argument used above shows that it is actually
a power series in z"®
For the case x = oo and y # oo, we have

Sy’ (z+ 1) =tpyomoTz =1y om(z) =6,"(2),

so dy" is a holomorphic function in the variable ¢ = €2™* (note z € Uy, N Uy is bounded).
Thus the transition map

n 1
b0 v2 () =03 (g tow )

is holomorphic. The case = y = 0o is trivial, since 1o, 0 93! is the identity map. O
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Theorem 18.10. The modular curve X (1) is a compact Riemann surface of genus 0.

Proof. That X (1) is a compact Riemann surface follows immediately from Theorems 18.3
and 18.9. To show that it has genus 0, we triangulate X (1) by connecting the points i, p,
and oo, partitioning the surface into two triangles. Applying Euler’s formula

V-E4+F=2-2g
with V =3, E =3, and F' = 2, we see that g = 0. 0

Theorem 18.10 implies that X (1) is homeomorphic to the Riemann sphere S = P!(C),
since up to homeomorphism, S is the unique compact Riemann surface of genus 0. The
modular curve Y (1) is also a Riemann surface of genus 0, but it is not compact. As we saw
in Lecture 17, Y (1) is homeomorphic to the complex plane C via the j-function.

18.4 Modular curves

We also wish to consider modular curves defined as quotients H*/T" for various finite index
subgroups I' of SLy(Z) that have desirable arithmetic properties.

Definition 18.11. The principal congruence subgroup I'(N) is defined by
P(N) ={(¢5) €8La(Z) : (¢5) = () mod N}

A congruence subgroup (of level N) is any subgroup of SLy(Z) that contains I'(IV). A
modular curve is a quotient of H* or H by a congruence subgroup.

Remark 18.12. Every congruence subgroup is a finite index subgroup of SLo(Z). The
converse does not hold; in fact, most finite index subgroups of SLg(Z) are not congruence
subgroups, although it is surprisingly difficult to write down explicit examples (you will have
the opportunity to explore this question in Problem Set 10).

There are two families of congruence subgroups of particular interest:

Dy(N):={(28%) €SLa(Z): (2%) = ({}) mod N} ;
To(NV) := {(2g) €SL2(2): (24) = (53

Note that T'(1) = I';(1) = Ty(1) = SLy(Z). We now define the modular curves
X(N):=H'/T(N),  Xu(N):=H/T1(N),  Xo(N):= H*/To(N),
and similarly define
Y(N):=H/T(N), Yi(N):=H/Ti(N),  Yp(N):= H/To(N).

Following the same strategy we used for X (1), one can show that these are all compact
Riemann surfaces (the only difference in the proof is that in general a fundamental region
may contain multiple cusps, we only had to consider the cusp o).
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19 The modular equation

In the previous lecture we defined modular curves as quotients of the extended upper half
plane under the action of a congruence subgroup (a subgroup of SLy(Z) that contains a
principal congruence subgroup I'(N) = {(2%) € SLa(Z) : (2Y) =~ ($9)} for some

N € Zsyg). Of particular interest is the modular curve Xo(N) := H*/I'g(V), where
Lo(N) ={(2%) € SLa(Z) : c=0mod N} .

This modular curve plays a central role in the theory of elliptic curves. One form of the
modularity theorem (a special case of which implies Fermat’s last theorem) is that every
elliptic curve E/Q admits a morphism Xo(N) — E for some N € Z>;. It is also a key
ingredient for algorithms that use isogenies of elliptic curves over finite fields, including the
Schoof-Elkies-Atkin algorithm, an improved version of Schoof’s algorithm that is the method
of choice for counting points on elliptic curves over a finite fields of large characteristic. Our
immediate interest in the modular curve Xy(V) is that we will use it to prove the first
main theorem of complex multiplication; among other things, this theorem implies that the
j-invariants of elliptic curve E/C with complex multiplication are algebraic integers.

There are two properties of X((/N) that make it so useful. The first, which we will prove
in this lecture, is that it has a canonical model over Q with integer coefficients; this allows
us to interpret Xo(IN) as a curve over any field, including finite fields. The second is that it
parameterizes isogenies between elliptic curves (in a sense that we will make precise in the
next lecture). In particular, given the j-invariant of an elliptic curve E' and an integer N,
we can use our explicit model of X((V) to determine the j-invariants of all elliptic curves
that are related to E by an isogeny whose kernel is a cyclic group of order N.

In order to better understand modular curves, we need to introduce modular functions.

19.1 Modular functions

Modular functions are meromorphic functions on a modular curve. To make this statement
precise, we first need to discuss g-expansions. The map ¢: H — I defined by

q(1) = ¥ = 72T (cos(2rreT) + isin(2mre 7))
bijectively maps each vertical strip H,, := {7 €¢ H: n <rer <n+ 1} (for any n € Z) to the
punctured unit disk Dy := D — {0}. We also note that

Clim ¢(r)=0.
1m 7—00
If f: H — C is a meromorphic function that satisfies f(7 4+ 1) = f(7) for all 7 € H, then
we can write f in the form f(7) = f*(q(7)), where f*: Dy — C is a meromorphic function
that we can define by fixing a vertical strip H,, and putting f* := f o (qun)il-
The g-expansion (or g-series) of f(7) is obtained by composing the Laurent-series ex-
pansion of f* at 0 with the function ¢(7):

+oo +oo
fO) =) = Y anm = Y and”

As on the RHS above, it is customary to simply write q for ¢(7) = €27, as we shall do
henceforth; but keep in mind that the symbol ¢ denotes a function of 7 € H.
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If f* is meromorphic at 0 (meaning that z=*f*(z) has an analytic continuation to an
open neighborhood of 0 € D for some k € Z>() then the g-expansion of f has only finitely
many nonzero a, with n < 0 and we can write

f(r) = Z anq",

n=ng

with an, # 0, where ng is the order of f* at 0. We then say that f is meromorphic at oo,
and call ng the order of f at cc.
More generally, if f satisfies f(7 + N) = f(7) for all 7 € H, then we can write f as

o0
£ = F @) ™) = 3 g, (1)
n=—oo
and we say that f is meromorphic at oo if f* is meromorphic at 0.
If I' is a congruence subgroup of level N, then for any I'-invariant function f we have
f(T+ N) = f(r) (for v = ({}) € T we have y7 = 7+ N), so f can be written as in (1),
and it makes sense to say that f is (or is not) meromorphic at oco.

Definition 19.1. Let f : H — C be a meromorphic function that is I'-invariant for some
congruence subgroup I'. The function f(7) is said to be meromorphic at the cusps if for
every v € SLg(Z) the function f(y7) is meromorphic at co.

It follows immediately from the definition that if f(7) is meromorphic at the cusps, then
for any v € SLo(Z) the function f(y7) is also meromorphic at the cusps. In terms of the
extended upper half-plane H*, notice that for any v € SLy(Z),

lim 7 € PY(Q),

im 7—00

and recall that P}(Q) is the SLy(Z)-orbit of co € H*, whose elements are called cusps. To
say that f(y7) is meromorphic at oo is to say that f(7) is meromorphic at yoo. To check
whether f is meromorphic at the cusps, it suffices to consider a set of I'-inequivalent cusp
representatives 100, 7100, . . ., 7,00, one for each T'-orbit of P!(Q); this is a finite set because
the congruence subgroup I' has finite index in SLy(Z).
If f is a I'-invariant meromorphic function, then for any v € I' we must have
lim f(y7)= lim f(7)
1m 7—00

im 7—00

whenever either limit exists, and if neither limit exits then f must still have the same order
at oo and yoo. Thus if f is meromorphic at the cusps it determines a meromorphic function
g: Xr — C on the modular curve X := H*/T" (as a Riemann surface). Conversely, every
meromorphic function g: Xt — C determines a I'-invariant meromorphic function f: H — C
that is meromorphic at the cusps via f := g o 7, where 7 is the quotient map H — H/T.

Definition 19.2. Let I' be a congruence subgroup. A modular function for I' is a I'-
invariant meromorphic function f: H — C that is meromorphic at the cusps; equivalently,
it is a meromorphic function g: Xr — C (as explained above).

Sums, products, and quotients of modular functions for I' are modular functions for I,
as are constant functions, thus the set of all modular functions for I' forms a field C(I") that
we view as a transcendental extension of C. As we will shortly prove for Xo(N), modular
curves Xp are not only Riemann surfaces, they are algebraic curves over C; the field C(T")
of modular functions for I' is isomorphic to the function field C(Xt) of X1 /C.
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Remark 19.3. In fact, every compact Riemann surface corresponds to a smooth projective
(algebraic) curve over C that is uniquely determined up to isomorphism. Conversely, if X/C
is a smooth projective curve then the set X (C) can be given a topology and a complex
structure that makes it a compact Riemann surface S. The function field of X and the
field of meromorphic functions on S are both finite extensions of a purely transcendental
extension of C (of transcendence degree one), and the two fields are isomorphic. We will
make this isomorphism completely explicit for X (1) and Xo(V).

Remark 19.4. If f is a modular function for a congruence subgroup I', then it is also a
modular function for any congruence subgroup I'' C I, since I'-invariance obviously implies
I-invariance, and the property of being meromorphic at the cusps does not depend on I".
Thus for all congruence subgroups I' and I we have

[I'CT = C(I') C C(I"),

and the corresponding inclusion of function fields C(Xr) C C(Xp/) induces a morphism
X — Xr of algebraic curves, a fact that has many useful applications.

19.2 Modular Functions for I'(1)

We first consider the modular functions for I'(1) = SLy(Z). In Lecture 15 we proved that
the j-function is I'(1)-invariant and holomorphic (hence meromorphic) on H. To show that
the j(7) is a modular function for I'(1) we just need to show that it is meromorphic at the
cusps. The cusps are all T'(1)-equivalent, so it suffices to show that the j(7) is meromorphic
at oo, which we do by computing its g-expansion. We first record the following lemma,
which was used in Problem Set 8.

Lemma 19.5. Let o(n) =3 4, d*, and let ¢ = ™. We have
4

92(7') = 4% (1 —|—24020’3(n)qn> 7

n=1

(= 1—5045030(71) n
g3 — 27 L 5 q 5

A(T) = go(1)? = 27g3(7)? = (2m)'%q H(l )
n=1

Proof. See Washington [1, pp. 273-274]. O
Corollary 19.6. With ¢ = €>™ we have
1 o
J(r) = -+ 744 + Zanq”,
q n=1

where the a, are integers.
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Proof. Applying Lemma 19.5 yields

64 64
go(7)3 = ﬁﬂm(l + 240q + 2160¢> + --- )% = Ew”(l + 720q + 179280¢> + - - - ),
64 64
27g3(7)? = 2—77r12(1 — 504q — 16632¢% — - --)? = 2—77r12(1 — 1008¢q + 220752¢% + - - - ),
64 64
A(T) = 2777#2(1728(1 —41472¢* + ) = 2—77712172&](1 —24q +252¢% + ),

and we then have
_ 1728g(7)?

1 o0
j(r =—+ 744+ anq”,
") A(r) q 2

n=1

with a,, € Z, since 1 — 24q + 252¢? + - - - is an element of 1 + Z[[z]], hence invertible. O

Remark 19.7. The proof of Corollary 19.6 explains the factor 1728 that appears in the
definition of the j-function: it is the least positive integer that ensures that the g-expansion
of j(7) has integral coefficients.

The corollary implies that the j-function is a modular function for I'(1), with a simple
pole at co. We proved in Theorem 18.5 that the j-function defines a holomorphic bijection
from Y (1) = H/I'(1) to C. If we extend the domain of j to H* by defining j(co) = oo,
then the j-function defines an isomorphism from X (1) to the Riemann sphere S := P!(C)
that is holomorphic everywhere except for a simple pole at co. In fact, if we fix j(p) = 0,
j(i) = 1728, and j(o0) = oo, then the j-function is uniquely determined by this property
(as noted above, we put j(7) = 1728 to obtain an integral g-expansion). It is for this reason
that the j-function is sometimes referred to as the modular function. Indeed, every modular
function for I'(1) = SLa(Z) can be written in terms of the j-function.

Theorem 19.8. Every modular function for I'(1) is a rational function of j(T); in other
words C(I'(1)) = C(j).

Proof. As noted above, the j-function is a modular function for I'(1), so C(j) C C(I'(1)). If
g: X(1) = C is a modular function for I'(1) then f := goj~!: & — C is meromorphic, and
Lemma 19.9 below implies that f is a rational function. Thus g = f o j € C(3). O

Lemma 19.9. Every meromorphic function f: S — C on the Riemann sphere S := P*(C)
is a rational function.

Proof. Let f: & — C be a nonzero meromorphic function. We may assume without loss of
generality that f has no zeros or poles at oo := (1 : 0), since we can always apply a linear
fractional transformation v € SLgo(C) to move a point where f does not have a pole or a
zero to oo and replace f by f o~ (note that v and y~! are rational functions, and if f o~y
is a rational function, so is f = foyo~y~1).

Let {p;} be the set of poles of f(z), with orders m; := —ord,, (f), and let {g;} be the
set of zeros of f, with orders n; := ordy, (f). We claim that

E m; = E .
i J
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To see this, triangulate S so that all the poles and zeros of f(z) lie in the interior of a
triangle. It follows from Cauchy’s argument principle (Theorem 14.17) that the contour

integral (
f'(z)
Nk

about each triangle (oriented counter clockwise) is the difference between the number of
zeros and poles that f(z) in its interior. The sum of these integrals must be zero, since each
edge in the triangulation is traversed twice, once in each direction.

The function h: & — C defined by

has no zeros or poles on S. It follows from Liouville’s theorem (Theorem 14.30) that h is a
constant function, and therefore f(z) is a rational function of z. O

Corollary 19.10. Every modular function f(r) for T'(1) that is holomorphic on H is a
polynomial in j(T).

Proof. Theorem 19.8 implies that f can be written as a rational function of j, so
[LG(T) — )
1 (G (7) = Br)’

for some ¢, ;,3; € C. Now the restriction of j to any fundamental region for I'(1) is a
bijection, so f(7) must have a pole at j~'(8) for each f. But f(7) is holomorphic and
therefore has no poles, so the set {f;} is empty and f(7) is a polynomial in j(7). O]

flr)=e¢

We proved in the previous lecture that the j-function j: X(1) — S determines an
isomorphism of Riemann surfaces. As an algebraic curve over C, the function field of X (1) ~
S = P(C) is the rational function field C(t), and we have just shown that the field of modular
functions for I'(1) is the field C(j) of rational functions of j. Thus, as claimed in Remark 19.3,
the function field C(X (1)) = C(¢) and the field of modular functions C(I'(1)) = C(j) are
isomorphic, with the isomorphism given by ¢t — j. More generally, for every congruence
subgroup I, the field C(Xt) ~ C(I) is a finite extension of C(t) ~ C(j).

Theorem 19.11. Let I' be a congruence subgroup. The field C(T") of modular functions
for I is a finite extension of C(j) of degree at most n := [I'(1) : T'].

Proof. Let 41 be the identity in I'(1) and let {v1,---,7,} C I'(1) be a set of right coset
representatives for I' as a subgroup of I'(1) (so I'(1) = Tyq U -+ - U Ty,).

Let f € C(I') and for 1 < i < n define f;(7) := f(v;7). For any v, € I'y; the functions
f(viT) and f(~;7) are the same, since f is I-invariant. For any v € I'(1), the set of functions
{f(~iy7)} is therefore equal to the set of functions { f(;7)}, since multiplication on the right
by 7 permutes the cosets {I'y;}. Any symmetric polynomial in the functions f; is thus I'(1)-
invariant, and meromorphic at the cusps (since f, and therefore each f;, is), hence an element
of C(j), by Theorem 19.8. Now let

pY)= ]I @-r)

26{17 7n}
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Then f = f; is a root of P (since 7 is the identity), and the coefficients of P(Y) lie in C(j),
since they are all symmetric polynomials in the f;.

It follows that every f € C(I') is the root of a monic polynomial in C(j)[Y] of degree n;
this implies that C(I')/C(j) is an algebraic extension, and it is separable, since we are in
characteristic zero. We now claim that C(I') is finitely generated: if not we could pick
functions g1,...,gn+1 € C(I') such that

C(j) € CG)(91) € CU)(g1592) C -+ S CU) (91, - - Gnn)-

But then C(j5)(g1,...,9n+1) is a finite separable extension of C(j) of degree at least n + 1,
and the primitive element theorem implies it is generated by some g € C(I") whose minimal
polynomial most have degree greater than n, which is a contradiction. The same argument
then shows that [C(T") : C(j)] < n. O

Remark 19.12. If —J € T then in fact [C(I'(1)) : C(I")] = [['(1) : I']; we will prove this for
I' = I'y(N) in the next section. In general [C(I'(1)) : C(I')] = [T'(1) : T, where T' denotes
the image of I' in PSLy(Z) := SLo(Z)/{£I}.

19.2.1 Modular functions for I'o(N)

We now consider modular functions for the congruence subgroup I'o(N).
Theorem 19.13. The function jn(7) := j(NT) is a modular function for I'o(N).

Proof. The function jy(7) is obviously meromorphic (in fact holomorphic) on H, since j(7)
is, and it is meromorphic at the cusps for the same reason (note that 7 is a cusp if and only
if N7 is). We just need to show that jn(7) is T'o(N)-invariant.

Let v = (2%) € To(N). Then ¢ = 0 mod N and

. <N(m+b)> . (aNT—i—bN

Jn(vr) = J(NyT) = j ) — J(yNT) = H(NT) = ("),

cT+d ~NT+d
where
V= (v ) e,
since ¢/N is an integer and det(y’) = det(y) = 1. Thus jy(7) is T'o(IV)-invariant. O

Theorem 19.14. The field of modular functions for T'o(N) is an extension of C(j) of degree
n = [['(1) : To(N)] generated by jn (7).

Proof. By the previous theorem, we have jn € C(T'g(IV)), and from Theorem 19.11 we know
that C(I'o(IV)) is a finite extension of C(j) of degree at most n, so it suffices to show that
the minimal polynomial of jn over C(j) has degree at least n.

As in the proof of Theorem 19.11, let us fix right coset representatives {71, -+ ,v,} for
Io(N) C T'(1), and let P € C(5)[Y] be the minimal polynomial of jx over C(j). We may
view P(j(7),jn (7)) as a function of 7, which must be the zero function. If we replace 7 by
~;7 then for each 7; we have

0= P(j(vir), in (7)) = P (1), in (7)),

so the function jy(v;7) is also a root of P(Y).
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To prove that deg P > n it suffices to show that the n functions jy(v;7) are distinct.
Suppose not. Then j(N~;7) = j(N~,7) for some i # k and 7 € H that we can choose to
have stabilizer +7. Fix a fundamental region F for H/T'(1) and pick «, 5 € T'(1) so that
aN~;7 and SN~v,7 lie in F. The j-function is injective on F, so

J(aN~yT) = j(BNY,T) =  aNyt=4B8Nwr <  aNvy;==+6Ny,

N7+4+0
Oor+1-°

where we may view N as the matrix (](\)7 (1)), since Nt =

Now let v = a~ 13 = (‘ég) We have

(3 9= )
G [ [ R |

We have 77, ' € SLa(Z), so b/N is an integer, and cN = 0 mod N, so v7, ' € To(IV).
But then v; and 7% lie in the same right coset of I'g(N), which is a contradiction. O

and therefore

19.3 The modular polynomial

Definition 19.15. The modular polynomial ® is the minimal polynomial of jn over C(j).

It follows from the proof of Theorem 19.14, we may write ® € C(j)[Y] as

n

on(Y) = [V = in(rim)),
=1

where {71,...v,} is a set of right coset representatives for T'o(N). The coefficients of P (Y)
are symmetric polynomials in jx(7;7), so as in the proof of Theorem 19.11 they are I'(1)-
invariant. They are holomorphic on H, so they are polynomials in j, by Corollary 19.10.
Thus &5 € Clj,Y]. If we replace every occurrence of j in & with a new variable X we
obtain a polynomial in C[X,Y] that we write as ®x(X,Y).

Our next task is to prove that the coefficients of ®(X,Y') are actually integers, not just
complex numbers. To simplify the presentation, we will prove this only prove for prime N,
which is all that is needed in most practical applications (such as the SEA algorithm), and
suffices to prove the main theorem of complex multiplication. The proof for composite N is
essentially the same, but explicitly writing down a set of right coset representatives ~; and
computing the g-expansions of the functions jy(v;7) is more complicated.

We begin by fixing a specific set of right coset representatives for I'g(V).

Lemma 19.16. For prime N we can write the right cosets of To(N) in I'(1) as
{To(N)} U{To(N)ST*: 0 < k < N},

where S = (97') and T = (} 1).
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Proof. We first show that the these cosets cover I'(1). Let v = (2%) € I'. If ¢ = 0 mod N,
then 7 € I'g(IV) lies in the first coset. Otherwise, pick k € [0, N — 1] so that k¢ = d mod N
(c is nonzero modulo the prime N, so this is possible), and let

ka—b a
Yo = (kc—d C) EF()(N)

g (ka—=0b a\ (0 =1\ (a b\ _
05T _(kc—d )\l k)" \ec d) ™7
lies in To(N)ST*.

We now show the cosets are distinct. Suppose not. Then there must exist v1,v2 € T'g(V)
such that either (a) v = 7ST* for some 0 < k < N, or (b) 18T/ = ST with
0<j<k<N.Lety = (2%). In case (a) we have

26 (6 ) e

which implies d = 0 mod N and dety2 = ad — bc = 0 mod N, a contradiction. In case (b),
with m = k — j we have

_ ma—1__ (a b) (0 —1 0 1\ [(a—bm b
M= 7STTST = (c d> <1 m> (—1 0) \c—dm d € To(N).
Thus ¢ — dm = 0mod N, and since ¢ = Omod N and m # 0 mod N, we must have
d = 0 mod N, which again implies det 72 = ad — bc = 0 mod N, a contradiction. O

Then

Theorem 19.17. &y € Z[X,Y].
Proof (for N prime). Let 4y :== ST*. By Lemma 19.16 we have

N-1
On(Y) = (Y —jn(r) [TV = dnlwr)).
k=0
Let f(7) be a coefficient of ®x(Y). Then f(7) is holomorphic function on H, since j(7)
is, and f(7) is I'(1)-invariant, since it is symmetric polynomial in jy(7) and the functions
Jn (7), corresponding to a complete set of right coset representatives for I'o(NV); and f(7)
is meromorphic at the cusps, since it is a polynomial in functions that are meromorphic
at the cusps. Thus f(7) is a modular function for I'(1) holomorphic on H and therefore
a polynomial in j(7), by Corollary 19.10. By Lemma 19.18 below, if we can show that
the g-expansion of f(7) has integer coefficients, then it will follow that f(7) is an integer
polynomial in j(7) and therefore & € Z[X,Y].
We first show that the g-expansion of f(7) has rational coefficients. We have

1 o
JN(T) =j§(NT) = o~ —|—744—{—Zanq”N,

n=1

where the a,, are integers, thus jn € Z((q)). For jn(vx7), we have
INOwT) = J(Nwr) = j ((]g(f

G GH) =G D7 =i ().

nn
N
&y
\]
~—
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where we are able to drop the S because j(7) is I'-invariant. If we let (y = e%, then
q ((T+k)/N) = eQWZ‘(TT-HC) = 627”‘%(]1/‘]\[ = Cﬁ/vql/N’

and

N () = 1/N +Z anCkrgn/N,

thus jn(7) € Q(¢N)((¢"/N)). The action of the Galois group Gal(Q(¢x)/Q) on the coef-
ficients of the g-expansions of each jn(7x7) induces a permutation of the set {jn(7x7)}
and fixes jn(7). It follows that the coefficients of the g-expansion of f are fixed by
Cal(Q(¢y))/Q) and must lie in Q. Thus f € Q((¢'/N)), and f(7) is a polynomial in
j(7), so its g-expansion contains only integral powers of ¢ and f € Q((q)).

We now note that the coefficients of the g-expansion of f(7) are algebraic integers, since
the coefficients of the g-expansions of jn(7) and the jx (%) are algebraic integers, as is any
polynomial combination of them. This implies f(7) € Z((q)). O

Lemma 19.18 (Hasse g-expansion principle). Let f(7) be a modular function for I'(1) that
s holomorphic on H and whose q-expansion has coefficients that lie in an additive subgroup A
of C. Then f(1) = P(j(7)), for some polynomial P € A[X].

Proof. By Corollary 19.10, we know that f(7) = P(j(7)) for some P € C[X], we just need
to show that P € A[X]. We proceed by induction on d = degP. The lemma clearly
holds for d = 0, so assume d > 0. The g-expansion of the j-function begins with ¢~', so
the g-expansion of f(7) must have the form ) ° , a,q¢", with a, € A and a_4 # 0. Let
Pi(X) = P(X) —a_4X% and let f1(7) = Pi(§(7)) = f(7) — a_qj(7)%. The g-expansion of
the function f;(7) has coefficients in A, and by the inductive hypothesis, so does P;(X),
and therefore P(X) = P;(X) + a_gX? also has coefficients in A. O
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20 The Hilbert class polynomial

In the previous lecture we proved that the field of modular functions for I'g(IV) is generated
by the functions j(7) and jny(7) := j(N7), that is, C(I'o(N)) = C(j,jn), and we showed
that C(j,jn) is a finite extension of C(j) of degree [I'(1) : T'o(N)]. We then defined the
modular polynomial ®x(Y') as the minimal polynomial of jy over C(j) and proved that its
coefficients lie in Z[j] C C(j). Replacing j with a formal variable X, we obtain a polynomial
®y € Z[X,Y] that gives a canonical defining equation for the modular curve Xo(N).!

In this lecture we will use ® 5 to prove that the Hilbert class polynomial®

Hp(X):=Ho(X):= [[ (X-i(EB)
J(E)EElo(C)

also has integer coefficients; here Ellp(C) := {j(F) : End(E) ~ O} is the set of j-invariants
of elliptic curves E/C with complex multiplication (CM) by the imaginary quadratic order O
with discriminant D = disc(O). Recall that D uniquely determines O (and vice versa),
by Theorem 17.18, so the notation Hp is unambiguous (both Hp and Hp appear in the
literature, we will use the former).

The fact that Hp € Z[z] implies that the j-invariant of any elliptic curve E/C with
complex multiplication must be an algebraic integer, meaning that E can actually be defined
over a number field (a finite extension of Q). This is a remarkable result. It implies that of
the uncountably many isomorphism classes of elliptic curves over C, only countable many
have complex multiplication. In order to prove this we will exploit the interpretation of
Xo(N) as the “moduli space” of cyclic N-isogenies of elliptic curves; our first task is to
explain what this means.

20.1 Isogenies

Recall from §17.5 in Lecture 17 that if Ly C Lo are lattices in C, and E; and Fs are the
elliptic curves corresponding to the complex tori C/L; and C/Ls, then the inclusion Ly C Lo
induces an isogeny ¢: F; — FEy whose kernel is isomorphic to the finite abelian group Lo/L;.
Indeed, we have the commutative diagram

(C/Ll —_— L — (C/LQ

| |
l l
(

El(C) —¢— E2 (C)

where the top map ¢ is induced by the inclusion L; C Ly (lift from C/L; to C then project
to C/Lgy). If we replace Lo by the homothetic lattice N Lo, where N = [Ly: L1] = deg ¢, the
inclusion N Lo C L; induces an isogeny in the reverse direction which, after composing with
the isomorphism corresponding to the homethety Ly ~ N Lo, is the dual isogeny qg: FEy — Ei.
The composition ¢ oé is the multiplication-by-N map on FEs, corresponding to the lattice
inclusion N Ly C Lo, with kernel isomorphic to Lo/N Ly ~ Z/NZ x Z/NZ.

'The curve ®n(X,Y) = 0 is a singular affine curve with the same function field as X (N); the desingu-
larization of its projective closure is a smooth projective curve isomorphic to Xo(N).

2Some authors use the term Hilbert class polynomial only when O is a maximal order (they then use the
term ring class polynomial for the general case); we won’t make this distinction.
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Definition 20.1. If L; is a sublattice of Ly for which the group Ls/L; is cyclic, then we
say that L is a cyclic sublattice of Lo. Similarly, an isogeny ¢: E1 — FEjs is said to be cyclic
if its kernel is a cyclic group. If ¢ is induced by the lattice inclusion L1 C Lo then ¢ is cyclic
if and only if L; is a cyclic sublattice of Ls.

As we proved in Corollary 5.12, up to isomorphism, every isogeny is a composition
of isogenies of prime degree, which are necessarily cyclic. So we may as well restrict our
attention to cyclic isogenies ¢, which we will show correspond to points on the modular
curve Xo(NV), with N = deg ¢.

In our proofs we will often restrict to the case where N is prime. We can always decom-
pose ¢ into a composition of isogenies of prime degree, and in fact the prime degree case
will suffice for everything we want to prove. It is thus enough for us to understand cyclic
sublattices of prime index.

Lemma 20.2. Let L = [1,7] be a lattice with 7 € H and let N be prime. The cyclic
sublattices of L of index N are the lattice [1, NT| and the lattices [N, + k], for 0 < k < N.

Proof. The lattices [1, N7| and [N, 7+ k]| are clearly index N sublattices of L, and they must
be cyclic sublattices, since N is prime. Conversely, any sublattice L' C L can be written as
[d,at + k], where d is the least positive integer in L’ and the index of L' in L is ad = N.
Since N is prime, either d =1 and @ = N, in which case L' = [1,N7|, or d = N and a = 1,
in which case L' = [N, 7 + k], and we may assume 0 < k < N. O

Figure 1: The three cyclic sublattices of [1, 7] of index 2.

Theorem 20.3. For all j1,7j2 € C, we have ®n(j1,j2) = 0 if and only if j1 and jo are the
J-tnvariants of elliptic curves over C over that are related by a cyclic isogeny of degree N.

Proof for N prime. We will prove the equivalent statement that ®n(j(L1),j(L2)) = 0 if
and only if L; is homothetic to a cyclic sublattice of Lo of index N, equivalently, Lo is
homothetic to a cyclic sublattice of L1. We may assume without loss of generality that
Ly =[1,7] and Ls = [1, 2], where 71,75 € H. As in the proof of Theorem 19.17 we have

N-1

en(j(7),Y) = (Y = j(N7) [T (¥ = j(Nwr)), (1)
k=0

where v, := ST*, and

J(Nyer) =5 ((§9) ST ) =3(S (5 4) 7) =3 ((§8) 7) =i (—

Thus

On(j(L1),d(L2)) = DN (j([1,71]), 5([1,72])) = PN (i (7). (7))
is zero if and only if 79 is SLa(Z)-equivalent to Ny or (11 + k)/N, with 0 < k < N, hence
if and only if Ly is homothetic to a cyclic sublattice of L; of index N, by Lemma 20.2. [
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Theorem 20.3 applies more generally to any field that can be embedded in C, including
all number fields. It can be extended via the Lefschetz principle [6, Thm. VI.6.1] to any field
of characteristic zero, and as shown by Igusa [4], to fields of positive characteristic p 1 N.
We state the more general version of Theorem 20.3 for future reference.

Theorem 20.4. Let N > 1 be an integer and let k be a field of characteristic not dividing N .
For all j1,j2 € k we have ®n(j1,72) = 0 if and only if j1 and ja2 are the j-invariants of
elliptic curves over k that are related by a cyclic isogeny of degree N defined over k.

Remark 20.5. In Theorem 20.3 we could have written ®y(j(E1),j(E2)) = 0 if and only
if £1 and Es are related by a cyclic isogeny of degree N, because over C the j, invariant
characterizes elliptic curves up to isomorphism; but this is not true in the more general
context of Theorem 20.4. Over fields k that are not algebraically closed it is not necessarily
true that ®n(j(E1),7(F2)) = 0 implies the existence of a cyclic N-isogeny E; — Fo;
one might need to replace E; or Es by a twist (a curve with the same j-invariant that is
isomorphic over an extension of k but not necessarily over k).

Remark 20.6. We should note that if ¢: F1 — FEs is a cyclic N-isogeny, the pair of j-
invariants (j(E1),j(F2)) does not uniquely determine ¢, not even up to isomorphism. For
example, suppose End(E7) ~ O and p # p is a proper O-ideal of prime norm p such that
[p] has order 2 in the class group cl(O). Then pE; ~ pE;, and the isogenies ¢, : E1 — pE;
and ¢p : B4 — pE; have distinct kernels but isomorphic images. These isogenies are not
isomorphic (there is no automorphism we can compose with one to get the other, their
kernels are distinct). In this situation ®,(j(£1),Y) will have j(E;) as a double root.

The existence of the dual isogeny implies that ®x(j1, j2) = 0 if and only if ® x(j2,71) = 0.
In fact P (X,Y) = &y (Y, X) is symmetric in the variables X and Y.

Theorem 20.7. & (X,Y) = &N (Y, X) for all N > 1.

Proof. As in the proof of Theorem 20.3, the function j(N~vo7) = j(7/N) is a root of
On(7,Y) € C(j)[Y] (this is true whether or not N is prime). We also have the identity
DN (j(7),7(NT)) = 0, which implies ®x(j(7/N),j(r)) = 0, so j(7/N) is also a root of
PN (Y,5) € C(H)[Y]. But ®n(7,Y) is irreducible in C(5)[Y], since it is the minimal polyno-
mial of jx over C(j), so ®n(4,Y) must divide ®n (Y, ) in C(§)[Y] (otherwise their GCD
would properly divide ®n(7,Y)). It follows from Theorem 20.3 that ®x(4,Y) and & (Y, j)
have the same degree, since in both cases, for any lattice L C C, the number of roots of
SN (j(L),Y) and Py (Y, (L)) when counted with multiplicity is the number of cyclic sub-
lattices of index N in L ~ Z x Z, which is the same for every lattice L.®> It follows that
On(Y,7) = f(H))PN(5,Y) for some f € C(j), and plugging in Y = j shows that f(j) =1
(®Pn(4,7) # 0 since j(7) is not a root of the minimal polynomial of j(N7) for N >1). O

It follows that for prime N the polynomial ®x(X,Y’) has degree N + 1 in X and Y.

Example 20.8. For N = 2 we have

Dy(X,Y) = X3+ V3 — X?V? 4 1488(X%Y + XY?) — 162000(X? + Y?)
+40773375XY 4 8748000000(X + Y') — 157464000000000.

3Note that, per Remark 20.6, we cannot assume the j-invariants are distinct, but the cyclic sublattices
are distinct; some may have the same j-invariant because distinct sublattices may be homothetic.
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As can be seen in this example, the integer coefficients of & are already large when
N = 2, and they grow rapidly as N increases. For N prime it is known that the logarithm
of the absolute value of the largest coefficient of ®x is on the order of 6N log N + O(N),
see [2], and it has O(N?) coefficients. Thus the total number of bits required to write down
® is quasi-cubic in NV; in practical terms, ®1¢g9 is about 4 GB, and ®1¢gg7 is about 5 TB.
This makes it quite challenging to compute these polynomials; you will explore an efficient
method for doing so on Problem Set 12.

20.2 Modular curves as moduli spaces

In the same way that the j-function defines a bijection from Y (1) = H/T'(1) to C (which we
may regard as an affine curve in C?), the functions j(7) and jy(7) define a bijection from
Yo(N) =H/To(N) to the affine curve &5 (X,Y) = 0 via the map

7= (J(7), N (7).

If {~r} is a set of right coset representatives for I'o(N) then for each 7, we have

YT = (G (), v (7)) = (1), dn (7)),

and as in the proof of Theorem 20.3, each of these points corresponds to a cyclic N-isogeny
E — E' with j(E) = j(r) and j(E') = jn(w7)). We can thus view the modular curve
Yo (), equivalently, the non-cuspidal points on X (IV), as parameterizing cyclic N-isogenies.

As noted above such an isogeny is not always uniquely determined by a pair of j-
invariants (these correspond to singular points on the curve ®5(X,Y) = 0), but a cyclic
N-isogeny ¢: E — FE’ is uniquely determined by the pair (E,(P)), where P is any gen-
erator for ker ¢ (so P is a point of order N). Recall from Theorem 5.11 that every finite
subgroup of points on an elliptic curve determines a separable isogeny that is unique up
to isomorphism. Every pair (E, (P)) thus corresponds to a non-cuspidal point of Xy(N);
two pairs (E, (P)) and (E’, (P')) correspond to the same point if and only if there exists an
isomorphism ¢: E = E’ such that ¢((P)) = (P').

With this interpretation the modular curve Xo (V) can be viewed as the “moduli space” of
cyclic N-isogenies of elliptic curves, each identified by a pair (E, (P)), up to the isomorphism
defined above. We won’t formally define the notion of a moduli space in this course, but
this can be done, and it provides an alternative definition of X((/NV). The key point from
our perspective is that this moduli interpretation is valid over any field, not just C. The
modular curves Xo(V) play a key role in many algorithms that work with elliptic curves
over finite fields, including the Schoof-Elkies-Atkin (SEA) point-counting algorithm (a faster
version of Schoof’s algorithm), and fast algorithms to compute Hilbert class polynomials,
which are the key to the CM method that we will discuss in the next lecture.

Other modular curves also have characterizations as moduli spaces. We have already
seen that the modular curve X (1) is the moduli space of isomorphism classes of elliptic
curves, and for N > 1 the modular curve X (N) is the moduli space of triples (E, Py, P),
where {P}, P,} is a basis for the N-torsion subgroup of E, and the modular curve X; (V)
is the moduli space of pairs (F, P), where P is a point of order N on E. Note that in each
case one considers triples or pairs only up to a suitable isomorphism, as with Xy(V) above.
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20.3 The Hilbert class polynomial

We now turn our attention to the Hilbert class polynomial. Recall that for each imaginary
quadratic order O, we have the set

Ellp(C) :={j(F) € C: End(F) ~ O}

of equivalence classes of elliptic curves with complex multiplication (CM) by O, and the
ideal class group cl(O) acts on Ellp(C) via isogenies, as we now recall. Every elliptic curve
E/C with CM by O is of the form Ej corresponding to the torus C/b, where b is a proper
O-ideal for which j(b) = j(E) (note that j(b) = j(E) depends only on the class [b] in cl(O)).
If [a] is an element of cl(O), then a acts on Ejy by the isogeny

ba: By — Eyory,

of degree Na induced by the lattice inclusion b C a~'b. As with Ej, the isomorphism class
of E,-1, depends only on the class [a=1b] in cl(O), and we proved that this action is free
and transitive, meaning that Ellp(C) is a cl(O)-torsor. This implies that the set Ellp(C) is
finite, with cardinality equal to the class number h(O) := #cl(O).
We may uniquely identify O by its discriminant D (by Theorem 17.18), and the Hilbert
class polynomial
Hp(X)= ] (X-i(B)

J(E)€Elp(C)

is the monic polynomial whose roots are the distinct j-invariants of all elliptic curves with
CM by O. We now want to use the fact that &y € Z[X,Y] to prove that Hp € Z[X]. To
do this we need the following lemma.

Lemma 20.9. If N is prime then the leading term of ® (X, X) € Z[X] is — X2V,

Proof. Replacing Y with j(7) in equation (1) for ®n(Y") yields

N—-1
@ (i(r). i) = (§(r) i N7) TT () — ().
k=0

Recall from the proof of Theorem 19.17 that we have the g-expansions

1

T+ k C;,k
j :7_’_ ,
(=55
where ¢ := 2™, (y := e2™/N and ellipses denotes terms involving larger powers of q. Thus
1 1
Jr) —j(NT) = —— + =+,
(1) = J(NT) i
_ T4k 1T G
J(T)—J( N )*§_q1/N+”"

which implies that the g-expansion of f(7) = ®n(j(7), (7)) begins —qQLN +---. Since f(7)
is a polynomial in j(7) = % + -, the leading term of ®x (X, X) must be — X2V, O
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Remark 20.10. Lemma 20.9 does not hold in general; in particular, when N is square
O (X, X) is not even primitive (its coefficients have a non-trivial common divisor).

Before proving Hp € Z[X], we record the following classical result, which was proved
for maximal orders by Dirichlet and later generalized by Weber; see [3, p. 190]. Today this
is typically cited as a consequence of the Chebotarev? density theorem, but since the proof
of the Chebotarev density theorem actually uses class field theory, a small part of which we
are about to prove, we should note that the result we need was proved earlier.

Theorem 20.11. Let O be an imaginary quadratic order. Every ideal class in cl(O) contains
infinitely many ideals of prime norm.

Proof. This follows from Theorems 7.7 and 9.12 in [3]. O
Theorem 20.12. The coefficients of the Hilbert class polynomial Hp(X) are integers.

Proof. Let O be the imaginary quadratic order of discriminant D, let E/C be an elliptic
curve with CM by O, and let p be a principal O-ideal of prime norm p (by Theorem 20.11
there are infinitely many choices for p). Then [p] is the identity element of cl(O), so p acts
trivially on Ellp(C). Thus pE ~ E, which implies that, after composing with an isomor-
phism if necessary, we have a p-isogeny from E to itself, equivalently, an endomorphism of
degree p. Such an isogeny is necessarily cyclic, since it has prime degree, so we must have
®,(4(E),j(E)) = 0. Thus j(E) is the root of the polynomial —®,(X, X'), which is monic,
by Lemma 20.9, and has integer coefficients, by Theorem 19.17. The j-invariant j(FE) is
thus an algebraic integer, and the elliptic curve E can be defined by a Weierstrass equation
y? = 23 + Az + B whose coefficients lie in the number field Q(j(E)), by Theorem 13.12.

The absolute Galois group Gal(Q/Q) acts on the set of elliptic curves defined over number
fields via its action on the Weierstrass coefficients A and B: for each field automorphism
o € Gal(Q/Q) the curve E? is defined by the equation y? = 2 + o(A)z + o(B). Similarly,
o acts on isogenies via its action on the coefficients of the rational map defining the isogeny.
If ¢: E — E is an endomorphism, then so is ¢7: E — E?, and for any ¢,v¢ € End(E) we
have (¢ + )7 = ¢7 + 7 and (¢ 0 ¥)? = ¢° 0 1)?. Thus each o € Gal(Q/Q) induces a ring
homomorphism

End(E) % End(E°).

Applying 0~ to E° induces an inverse homomorphism, we thus have a ring isomorphism
End(E) ~ End(E?), which implies that E? also has CM by O.

The j-invariant of E is a rational function 1728 - 443/(4A43 + 27B2) of A and B, so
j(E%) = j(E)°, and we have shown that j(E?) € Ellp(C). It follows that Gal(Q/Q) acts on
the set Ellp(C), which are the roots of Hp(X). The coefficients of Hp(X) are symmetric
polynomials in its roots, hence they are fixed by Gal(Q/Q) and lie in the fixed field Q;
moreover, they are algebraic integers (since the roots are), so they lie in ZNQ = Z. O

Corollary 20.13. Let E/C be an elliptic curve with complex multiplication. Then j(E) is
an algebraic integer.

From the proof of Theorem 20.12, we now have two groups acting on the roots of Hp(X):
the class group cl(O) and the Galois group Gal(Q/Q). In the latter case there is no need

4Many different transliterations of Chebotarev’s Russian name appear in the literature, including Chebo-
taryov, Cebotarev, Chebotarév, Chebotarév, Tchebotarev, and Tschebotaréw; none is universally accepted.
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to consider the entire Galois group Gal(Q/Q), we can always restrict our attention to any
Galois subfield L C Q that contains the splitting field L of Hp(X), since the action of any
o € Gal(Q/Q) on the roots of Hp(X) is determined by its restriction to Gal(L/Q). We
then have two finite group actions, and it is reasonable to ask whether they are in some
sense compatible.

In order to obtain compatible actions we do not want to work with the splitting field L
of Hp(X) over Q, since Gal(L/Q), may contain automorphisms that don’t fix the order O.
but if we instead let L be the splitting field of Hp(X) over K := Q(v/D), the Galois group
Gal(L/K) fixes O, and we will show that its action on Ellp(C) is compatible with that of
the class group cl(O). In fact, Gal(L/K) ~ cl(O). This isomorphism is part of the First
Main Theorem of Complexr Multiplication, and our next goal is to prove it.

So let O be the imaginary quadratic order of discriminant D, and let us fix an elliptic
curve Ey with CM by O. Each o € Gal(L/K) can be viewed as the restriction to L of an
element of Gal(Q/Q) that fixes K, thus as in the proof of Theorem 20.12, the elliptic curve
E¢ also has CM by O. Therefore Ef ~ aFE; for some proper O-ideal a, since cl(O) acts
transitively on Ellp(C). If Ey ~ bE} is any other elliptic curve with CM by O, we then have

E§ ~ (bE)” = b E = bEY ~ baFE) = abE; ~ aF,. (2)

The innocent looking identity (bE;)? = b?EY{ used in (2) is not immediate, it requires a
somewhat lengthy argument involving a diagram chase that we omit; see |7, Prop. 11.2.5]
for a proof. The second identity is immediate, because b C K and o € Gal(L/K) fixes K;
but note that this would not be true if we had instead used o € Gal(L/Q).

Since our choice of Fy was arbitrary, it follows from (2) that the action of o on Ellp(C)
is the same as the action of a on Ellp(C). Because Ellp(C) is a cl(O)-torsor, the map that
sends each o € Gal(K/K) to the unique class [a] € cl(O) for which EY = aFE; defines a
group homomorphism

U: Gal(L/K) — cl(O).

This homomorphism is injective because, by definition of the splitting field, the only element
of Gal(L/K) that acts trivially on the roots of Hp(X) is the identity element, and the same
is true of cl(©). We summarize this discussion with the following theorem.

Theorem 20.14. Let O be an imaginary quadratic order of discriminant D and let L be
the splitting field of Hp(X) over K := Q(v/D). The map ¥ : Gal(L/K) — cl(O) that
sends each o € Gal(L/K) to the unique a, € cl(O) for which j(E)? = asj(E) for all
J(E) € Ellp(E) is an injective group homomorphism.

We thus have an embedding of Gal(L/K) in cl(O) that is compatible with the actions of
both groups on Ellp(C). It remains only to prove that ¥ is surjective, which is equivalent
to proving that Hp(X) is irreducible over K.
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21 Ring class fields and the CM method

Let O be an imaginary quadratic order with discriminant D, and let
Ellp(C) = {j(F) € C: End(F) = O}.
In the previous lecture we proved that the Hilbert class polynomial

Hp(X):=Ho(X):= [[ (X-i(B)
J(E)€EElp(C)

has integer coefficients. We then defined L to be the splitting field of Hp(X) over the field
K= Q(\/E), and showed that there is an injective group homomorphism

U: Gal(L/K) < cl(O)

that commutes with the group actions of Gal(L/K) and cl(O) on the set Ellp(C) = Ellp(L)
of roots of Hp(X). To complete the proof of the the First Main Theorem of Complex
Multiplication, which asserts that W is an isomorphism, we just need to show that W is
surjective, equivalently, that Hp(X) is irreducible over K.

To do this we need to introduce the Artin map (named after Emil Artin), which allows us
to associate to each O-ideal p of prime norm satisfying certain constraints an automorphism
op € Gal(L/K) whose action on Ellp(C) corresponds to the action of [p]. In order to define
the Artin map we need to briefly delve into a bit of algebraic number theory. We will restrict
our attention to the absolute minimum that we need. Those who would like to know more
may wish to consult one of [7, 8] or these 18.785 lecture notes; those who do not may treat
the Artin map as a black box.

21.1 The Artin map

Let L be a finite Galois extension of a number field K. Nonzero prime ideals p of the ring
of integers O are called “primes of K”.! The Op-ideal pOy, is typically not a prime ideal,
but it can be uniquely factored as

pOL:qlqn

where the q; are not-necessarily-distinct primes of L (prime ideals of Or) that are character-
ized by the property q; N"Og = p. The primes q; are said to “lie above” the prime p, and it is
standard to write q;|p as shorthand for q;|pOp, and use {q|p} to denote the set {q1,...,qn}.

We should note that the ring Op is typically not a unique factorization domain, but it
is a Dedekind domain, and this implies unique factorization of ideals.?

When the g; are distinct, we say that p is unramified in L, which is true for all but
finitely many primes p. If we apply an automorphism o € Gal(L/K) to both sides of the
equation above, the LHS must remain the same: o fixes every element of p C K, and it
maps algebraic integers to algebraic integers, so it preserves the set Op. For the RHS, it is

!This is an abuse of terminology: as a ring, K does not have any nonzero prime ideals (it is a field).

2There are several equivalent definitions of Dedekind domains: it is an integral domain with unique
factorization of ideals, and it also an integral domain in which every nonzero fractional ideal is invertible.
We have seen that the latter applies to rings of integers in number fields (at least for imaginary quadratic
fields), so the former must as well (this equivalence is a standard result from commutative algebra).
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clear that ¢ must map Op-ideals to Op-ideals, and since the q; are all prime ideals, o must
permute them. Thus the Galois group Gal(L/K) acts on the set {q1,...,q,} = {q|p}; one
can show that this action is transitive, but it is typically not faithful.

For each q|p, the stabilizer of q under this action is a subgroup

Dy :={0 € Gal(L/K):q° =q} C Gal(L/K)

known as the decomposition group of q. Each o € Dy fixes q and therefore induces an
automorphism & of the quotient Fy := O /q defined by ¢(Z) = o(x), where x — T is the
quotient map Op — Op/q. The quotient Or/q is a field (in a Dedekind domain every
nonzero prime ideal is maximal), and q has finite index Nq := [Op, : q] in O, so it is a finite
field of cardinality Ng (which must be a prime power). The image of Ok under the quotient
map O — Or/q=F;is Og/(qN Ok) = O /p = Fy, thus the finite field F, is a subfield
of Fy (and necessarily has the same characteristic). It follows that & € Gal(Fq/F,), and we
have a group homomorphism

Dy — Gal(Fy/Fy)

o— 0.

This homomorphism is surjective [8, Prop. 1.9.4], and when p is unramified it is also injective
[8, Prop. 1.9.5], and therefore an isomorphism, which we now assume.

The group Gal(IFy/F,) is cyclic, generated by the Frobenius automorphism z — «
where Np = [Ok : p] = #[F,. The unique o4 € Dy for which 74 is the Frobenius automor-
phism is called the Frobenius element of Gal(L/K) at q. In general the Frobenius element
oq depends on our choice of q, but the o4 for q|p are all conjugate, since if 7(q;) = q; then
we must have oq; = 77 1og,7. This implies that the &4 all have the same order, hence the
extensions Fy/F, all have the same degree and are thus isomorphic.

In the case we are interested in, Gal(L/K) < cl(O) is abelian, so conjugacy implies
equality, and the o4 are all the same. Thus when Gal(L/K) is abelian, each prime p of K
determines a unique Frobenius element that we denote o,. The map

Np
)

pHO’p

is known as the Artin map (it extends multiplicatively to all Og-ideals that are products of
unramified primes ideals, but this is not relevant to us). The automorphism o} is uniquely
characterized by the fact that

op(z) = 2™ mod q, (1)

for all x € O, and primes q|p.

If E/C has CM by O then j(E) € L, and this implies that (up to isomorphism) E can
be defined by a Weierstrass equation y? = z3 + Az + B with A, B € Op. Indeed, as in
the proof of Theorem 13.12, for j(E) # 0,1728 we can take A = 3j(F)(1728 — j(F)) and
B =2j§(E)(1728 — j(E))%.

For each prime q of L, so long as the discriminant A(E) := —16(4A3+27B?) does not lie
in q, equivalently, the image of A(E) under the quotient map Or, — Or,/q = F, is nonzero,
reducing modulo q yields an elliptic curve E/F, defined by y? = 2° + Az + B. We then say
that E has good reduction modulo q. This holds for all but finitely many primes q of L,
since the principal ideal (A(FE)) is divisible by only finitely many prime ideals.
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21.2 The First Main Theorem of Complex Multiplication

With the Artin map in hand, we can now complete our proof of the First Main Theorem of
Complex Multiplication.

Theorem 21.1. Let O be an imaginary quadratic order of discriminant D and let L be the
splitting field of Hp(X) over K := Q(v/D). The map V: Gal(L/K) — cl(O) that sends each
o € Gal(L/K) to the unique oy € cl(O) such that j(E)? = ayj(E) for all j(E) € Ellp(L)
is a group isomorphism compatible with the actions of Gal(L/K) and cl(O) on Ellp(L).

Proof. In the previous lecture we showed that W is well-defined, injective, and commutes with
the group actions of Gal(L/K) and cl(O); see Theorem 20.14 and the discussion preceding it.
It remains only to show that ¥ is surjective.

Fix a € cl(O), and let p be a prime of K such that the following hold:

(i) pN O is a proper O-ideal of prime norm p such that [p] = «;
(ii) p is unramified in K and p is unramified in L;

(iii) Each j(E) € Ellp(L) is the j-invariant of an elliptic curve E//L that has good reduction
modulo every prime q|p (prime ideals q of Oy, dividing pOy,).

(iv) The j(E) € Ellp(L) are distinct modulo every prime q|p.

By Theorem 20.11, there are infinitely many p for which (i) holds, and conditions (ii)-(iv)
prohibit only finitely many primes, so such a p exists. To ease the notation, we will also
use p to denote the O-ideal p N O; it will be clear from context whether we are viewing p as
an Og-ideal as an O-ideal (in particular, anytime we write [p] we must mean [p N O], since
we are using [ -] to denote equivalence classes of O-ideals).

Let us now consider a particular prime q|p and curve E/L with CM by O that has good
reduction modulo q, defined by E: y*> = 23 + Az + B with A, B € Op, and q{ A(E). Put
Fq := Or/q, and let E/F, be the reduction of E modulo q, defined by E: y* = 2%+ Az + B.
The Frobenius element o, induces the p-power Frobenius automorphism 7, € Gal(Fy/F,),
since Np = p, and we have a corresponding isogeny

E— Eov =E"=EY

defined by (z,y) — (2P, yP), where E" is the curve y? = 2® + APz + BP. The isogeny = is
purely inseparable of degree p.

The CM action of the proper O-ideal p N O corresponds to an isogeny ¢p: £ — pE
of degree Np = p, with pE of good reduction modulo ¢, by (iii), which we can assume is

defined by a rational map (Zég, ‘:((?3 y) where u,v, s,t € Op[z], with u monic and v nonzero

modulo q. The isogeny ¢: E — pE obtained by reducing the coefficients of u, v, s, modulo q
has the same degree p as the isogeny 7 (we can assume degv < degu and u is monic so
its degree doesn’t change when it is reduced). The composition of ¢ with its dual qg is
the multiplication-by-p map on E, which is inseparable since [y has characteristic p. This
implies that at least one of ¢ and gZA) is inseparable. Without loss of generality we may assume
¢ is inseparable: if not, we can replace £ by pE and p by its complex conjugate p, which
also satisfies (i)-(iv) and induces the dual isogeny <]3p: pE — E (up to an isomorphism),
since the ideal pp = (Np) = (p) induces the multiplication-by-p map on E, and reducing the
rational maps defining ggp yields the dual isogeny QAS: pE — E.
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By Corollary 5.4, we can decompose the inseparable isogeny ¢ of degree p as ¢ = ¢gepo,
where ¢sep has degree 1 and must be an isomorphism. Thus pE ~ E% and therefore
Jj(pE) = j(E°»), and (iv) implies j(pE) = j(E). It follows that ¥(o,) = [p] = «, since each
element of cl(Q) is determined by its action on any element of the cl(O)-torsor Ellp(L). O

Corollary 21.2. Let O be an imaginary quadratic order with discriminant D. The Hilbert
class polynomial Hp(x) is irreducible over K = Q(v/D) and for any elliptic curve E/C with
CM by O the field K(j(E)) ts a finite abelian extension of K with Gal(K (j(E))/K) ~ cl(O).

Proof. Let L be the splitting field of Hp(X) over K. The class group cl(Q) acts transitively
on the roots of Hp(X) (the set Ellp(C)), hence by Theorem 21.1, the Galois group Gal(L/K)
also acts transitively on the roots of Hp(X), which implies that Hp(X) is irreducible over K
and is the minimal polynomial of each of its roots. The degree of Hp is equal to the class
number h(D) = #cl(O) = #Gal(L/K) = [L : K], so we L = K(j(E)) for every root
J(E) of Hp(X), equivalently, every j(E) € Ellp(C) = {j(F) : End(F) = O}. We have
Gal(L/K) ~ cl(O) by Theorem 21.1, which is abelian. O

21.3 The ring class field of an imaginary quadratic order

Definition 21.3. Let O be an imaginary quadratic order with discriminant D. The splitting
field of the Hilbert class polynomial of Hp(X) over K = Q(v/D), equivalently, the extension
of K generated by the j-invariant of any elliptic curve E/C with CM by O, is known as the
ring class field of the imaginary quadratic order O with discriminant D.

We say that an integer prime p is unramified in a number field L if the ideal pQp, factors
into distinct prime ideals q in Op, and we say that p splits completely in L if the prime
ideals q|p are distinct and have minimal norm Ngq = p.

For an imaginary quadratic field K of discriminant D there are three possibilities for the
factorization of the ideal pOk in Ok: it either splits (completely into two distinct prime
ideals), ramifies (is the square of a prime ideal), or remains inert (the ideal pO is already
prime). These are distinguished by the Kronecker symbol (%), which is 1, 0, -1, respectively,
in these three cases (as proved in Lemma 21.6 below).

Definition 21.4. Let p be a prime and D an integer. For p > 2 the Kronecker symbol is

(?) =#{zx €F,:2* =D} — 1.

For p = 2, we define (%) to be 1 for D = +1 mod 8, zero if p|D, and —1 for D = +3 mod 8.

Theorem 21.5. Let O be an tmaginary quadratic order with discriminant D and ring class
field L. Let p{ D be an odd prime unramified in L.> The following are equivalent:

(i) p is the norm of a principal O-ideal;

(ii) (%) =1 and Hp(X) splits into linear factors in F,[X];

(iii) p splits completely in L;
(iv) 4p = t2 —v2D for some integers t and v with t # 0 mod p.

31f p does not divide D then it must be unramified in L, but we have not proved this yet, so we include
it as a hypothesis which will be removed in Corollary 21.8.
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Proof. Let K := Q(v/D), let Ox = [1,w] be the ring of integers of K. By Theorem 17.18,
we may write D = u?Dpg, where u = Ok : O] and D = disc Ok is a fundamental
discriminant, and we then have O = [1, uw].

(i)=(iv): Let (A\) be a principal O-ideal of norm p. Then [1, A] is a suborder of O with
discriminant v2u?Dy = v2D, where v = [O:[1,\]]. Let t := XA+ X so that 22 — tx + p is
the minimal polynomial of \, with discriminant disc[1, ] = t?> — 4p = v2D. Then (iv) holds
with ¢ # 0 mod p because p{ D (if p|t then plv and p?|4p, a contradiction for p # 2).

(iv)=-(i): If 4p = 2> — v2D then the polynomial 22 — tz + p with discriminant v2D has a
root A € Ok; the order [1, A] has discriminant v2D and therefore lies in O, by Theorem 17.18,
so A € O, and () is a principal O-ideal of norm A\ = p.

(i)=(ii): Since (i)=(iv) we have 4p = t> — v2D for some t,v € Z with t # 0 mod p, and

(5)-(2)- (5

p p p ’

since t2 #Z 0 mod p. If p is a principal O-ideal of norm p, then p is unramified in L (since
p = pp is unramified in L), and p is principal, so [p] and therefore o, acts trivially on the
roots of Hp(X), by Theorem 21.1. The roots of Hp(X) mod p must therefore lie in F, = F),
and Hp(X) splits into linear factors in [F,[X].

(il)=-(iii): If (%) = 1, then pOg = pp splits into distinct primes of norm p in K, by
Lemma 21.6, and if Hp(X) splits into linear factors in Fp[z], then its roots are all fixed
by op. This implies [Fy : Fp] = 1, and therefore Ng = [Of, : q] = [Ok : p] = p for every
prime q|p, so p splits completely in L (it must be unramified, since p is). If pOp = q1 - - qp,
then pOr, = §1---Gn (note that O = Op), and pOr = ppOr = q1- - qud1 - - - Gn splits
completely in L (the g; and g; must all be distinct since p is unramified in L).

(iii)=(@): If pOr, = q1---q, with the Nq; = ---Ngq,, = p then Fy := [Of, : q] = F,, for
all primes q dividing pOp. If p is a prime of K dividing pOp, then pOy, divides pOp must
be divisible by some prime ideal q dividing pOr. The inclusions pZ C p C q imply the
inclusions F,, C F, C Fq = F),, where Fy := [Ok : p], so Fy, = Fp,, and p has norm p. The
extension Fy/Fy is trivial, so the Frobenius element o, € Gal(L/K) is the identity, and so is
[pN O] € cl(O), by Theorem 21.1 (note: p N O is a proper O-ideal because Np = p does not
divide D = u*Df). Thus pNO is a principal O-ideal of norm [0 : pNO] = [O : p] =p. O

Lemma 21.6. Let K be an imaginary quadratic field of discriminant D with ring of integers
Ok = [1,w] and let p be prime. FEvery Og-ideal of norm p is of the form p = [p,w — 7],
where r € 7. is a root of the minimal polynomial of w modulo p. The number of such ideals
pisl+ (%) € {0,1,2} and the factorization of the principal Ok -ideal into prime ideals is

—~
~—

pp =1,

(p) = { p?

< S <
—~
ST oo
N—
|
o

=
3
~
—~
~
I
|
—_

with p # p when (%) =1.

Proof. Let f(z) = 2? — (w + W)z + ww € Z[z] be the minimal polynomial of w and let p
be an Og-ideal of norm p. Every nonzero Og-ideal is invertible, so by Theorem 17.10 we
have pp = (Np) = (p). Thus p € p, and every integer n € p must be a multiple of p because
otherwise ged(n,p) = 1 € p would imply p = Ok has norm 1 # p. Therefore p N7Z = pZ.
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We can thus write p = [p, aw —r] for some a,r € Z, and [Ok : p|] = p then implies a = 1.
The ideal p is closed under multiplication by O, so in particular it must contain

@—7)(w—r)=0w— (@ +w)r+7r?=f(r),

which is both an integer and an element of p, hence a multiple of p. Thus r must be a root
of f(z) mod p. Conversely, if r is any root of f(z) mod p, then [p,w — r| is an Ok-ideal of
norm p, and if f(z) mod p has roots r and s that are distinct modulo p, then the Ox-ideals
[p,w — r] and [p,w — s| are clearly distinct.

It follows that the number of Og-ideals of prime norm p is equal to the number of
distinct roots of f(z) mod p. The discriminant of f(x) is

(w4 @)? — 4wl = (w — ©)? = disc O = D, (2)

and when p is odd it follows from the quadratic equation that the number of distinct roots
of f(z) mod pis 1+ (%), since this is the number of distinct square-roots of D modulo p.
For p = 2, we first note that if D = 0 mod 4 then (2) implies that w + @ is even, so
f(z) =2’ mod2has 1 =1+ (%) distinct roots. If D = 1 mod 4 then w+ & must be odd. If
D = 1mod 8 then (2) implies that ww must be even (since (w + @)% = 1 mod 8), and then
f(x)=2> +2xmod2has 2 =1+ (%) distinct roots. If D = 5 mod 8 then wiw must be odd,
and then f(z) =22+ 2 + 1 mod 2 has 0 = 1 + (&) distinct roots. O

Corollary 21.7. Let O be an order of discriminant D in an imaginary quadratic field K,
and let p be a prime. When p divides the conductor [O : O] there are no proper O-ideals of
norm p and otherwise there are 1 — (%) =0, 1,2, depending on whether p is inert, ramified,
or split in K, respectively

21.4 Class field theory

The theory of complex multiplication was originally motivated not by the study of elliptic
curves, but as a way to construct abelian extensions of imaginary quadratic fields. A cele-
brated theorem of Kronecker and Weber states that every finite abelian extension of Q lies
in a cyclotomic field (a field of the form Q((,), for some nth root of unity ¢,). The effort
to generalize this result led to the development of class field theory, a branch of algebraic
number theory that was one of the major advances of early 20th century number theory.

In 1898 Hilbert conjectured that every number field K has a unique maximal abelian
extension L/K that is unramified at every prime?* of K, for which Gal(L/K) ~ cl(Of). This
conjecture was proved shortly thereafter by Furtwéngler, and the field L is now known as the
Hilbert class field of K. While its existence was quickly proved, the problem of explicitly
constructing L, say by specifying a generator for L in terms of its minimal polynomial
over K, remained an open problem (and for general K it still is).

The field Q has no nontrivial unramified extensions (let alone abelian ones), so its Hilbert
class field is not interesting (it is just Q). After Q, the simplest fields K to consider are
imaginary quadratic fields. For an imaginary quadratic field K of discriminant D, the
splitting field L of the Hilbert class polynomial Hp(X) over K it is a Galois extension of
K with Galois group Gal(L/K) ~ cl(Ok). It follows from class field theory that L must be
the Hilbert class field of K. The Hilbert class field of an imaginary quadratic field K can

4This includes not only all prime @k-ideals, but also “infinite primes” of K, corresponding to embeddings
of K into C. For imaginary quadratic fields K this imposes no additional restrictions.
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also be characterized as the minimal extension L/K over which there exists an elliptic curve
E with CM by Og; in other words, L = K (j(E)).

What about the splitting field L of a Hilbert class polynomial Hp(X) over K = Q(v/D)
when D is the discriminant of a non-maximal order O C Og? These are called ring class
fields. They are abelian extensions of K with Galois group Gal(L/K) =~ cl(O), but unlike
the Hilbert class field of K, they are necessarily ramified at some primes. It follows from
class field theory that ramified primes are not proper O-ideals.

The ring class field L is characterized by the infinite set Sz, /g of primes that split com-
pletely in L, and with finitely many exceptions, these are precisely the primes p that satisfy
the equation 4p = t? — v2D for some t,v € Z, with D = disc(O); see [4, Thm. 9.2, Ex. 9.3].
Any extension M /K for which the set Sy, /@ matches Sz, with only finitely many excep-
tions must in fact be equal to L, by [4, Thm.8.19]. We thus have the following corollary of
Theorem 21.5, which removes the assumption that p is unramified in L.

Corollary 21.8. Let O be order of discriminant D in an imaginary quadratic field K. The
splitting field L of Hp(X) over K is unramified at all primes that do not divide the conductor
of O. In particular, every rational prime pt D is unramified in L.

Ring class fields allow us to explicitly construct infinitely many abelian extensions of a
given imaginary quadratic field K. One might ask whether every abelian extension of K is
contained in a ring class field. This is not the case, but by extending the ring class field of
on order O by adjoining the x-coordinates of the n-torsion points of an elliptic curve with
CM by O (or powers of them, when disc O € {—3,—4}), one obtains what are known as
ray class fields, which depend on the choice of both O and n. These are analogs of the
cyclotomic extensions of Q (which is its own Hilbert class field because it has no unramified
extensions). An analog of the Kronecker-Weber theorem then holds: every abelian extension
of an imaginary quadratic field is contained in a ray class field. One can define ring class
fields and ray class fields for arbitrary number fields, and obtain a similar result (this was
started by Weber and finished by Takagi around 1920), but the constructions are not nearly
as explicit as they are in the imaginary quadratic case.

21.5 The CM method

The equation
4p = t> —v2D

in part (iv) of Theorem 21.5 is known as the norm equation; it arises from the principal
O-ideal (M) of norm p given by part (i), generated by a root A € O C Ok of 2% — tx + p,
which has norm p and trace ¢t. By the quadratic equation

N TtEVE—4p —t+vyD
B 2 B 2

Clearing denominators and taking norms yields the equation N(2)) = 4\ = 4p = ¢ —v?D.

Let us assume this equation holds with p t+ D odd and D < —4. The prime p splits
completely in the ring class field L for the order O of discriminant D, and we can completely
factor Hp(X) in both Op[z] and Fp[z]. If we now fix a prime q lying above p, then Nq = p,
by Theorem 21.5, we have a reduction map O — Op/q ~ F, that we can apply to the
roots of Hp(X), equivalently, to the set Ellp(C) = {j(F) € C: End(F) ~ O}.
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It follows that the j-invariant j(F) of any elliptic curve E/C with CM by O can be
reduced (modulo q) to the j-invariant of an elliptic curve E/F, that is the reduction of E:
we can always pick a model y? = 23 + Az + B for E with A, B € Oy, such that q 1 A(E)
because p is odd and the denominator of j(E) has to be nonzero modulo q. Now we know
that End(E) ~ O, but what about End(E)?

If ¢ € End(F) ~ O is a nonzero endomorphism of E, then we can reduce the coefficients
of the rational functions defining ¢ modulo q to obtain a corresponding endomorphism
¢ € End(FE). The endomorphism @ is nonzero because it must satisfy the characteristic
equation 22 — [tr o]z + [deg ] = 0 in End(E): multiplication-by-n maps [n] can always be
reduced to from End(E) to End(E), so [tr ] and [deg o] reduce to maps [tr @] and [deg @]
that represent multiplication by the same integers. It follows that the reduction map induces
an injective ring homomorphism

End(E) — End(E). (3)

In fact this map is an isomorphism (see §21.6), but for the moment we will content our-
selves with showing that it at least induces an isomorphism of endomorphism algebras. By
Corollary 13.20 we know that End® (E) is either an imaginary quadratic field or a quaternion
algebra, depending on whether E is ordinary or supersingular.

Corollary 21.9. Let O be an imaginary quadratic order with discriminant D and ring class
field L, and let p { D be an odd prime satisfying 4p = t> — v2D. Every j(E) € Ellp(C) is
the j-invariant of an elliptic curve E /L with good reduction E modulo a prime q of L lying
above p. Provided j(E) # 0,1728, we have tr w5 = £t # 0 mod p and E is ordinary.”

Proof. By Theorem 21.5 and its proof, p is the norm of a principal O-ideal p := (\), where
A has norm p and trace t. As in the proof of Theorem 21.1, one of the isogenies ¢p: & — pE
and ¢5: £ — pE induces a purely inseparable isogeny ¢: E — E(p ) E, which up to an
automorphism, must be the Frobenius endomorphism 7. We have tr ¢ = tr ¢, = tr ¢ = ¢,
with ¢ # 0 mod p by part (iv) of Theorem 21.5. For j(E) # 0, 1728 the only automorphisms
of E are &1, so trmz = +tr¢ = &t # 0 mod p and E is ordinary. 0

Corollary 21.9 gives us an explicit method for constructing elliptic curves over finite
fields with a prescribed number of rational points. Let D < —4 be an imaginary quadratic
discriminant and let p + D be an odd prime. In this case the norm equation 4p = ¢ — v2D
determines ¢ (and v) up to a sign, and we can efficiently compute a solution (¢,v) using
Cornacchia’s algorithm (see Problem Set 2). Given the Hilbert class polynomial Hp(X),
we can efficiently compute a root jo of Hp(X) over F, (using a randomized root-finding
algorithm) and then write down the equation y? = 2% + Ax + B of an elliptic curve E with
j(E) = jo, using A = 3j(1728 — j) and B = 2;(1728 — j)? (assuming jo # 0, 1728).

The Frobenius endomorphism 7y then satisfies tr 71y = £t, and by Hasse’s theorem,

#E(F,) =p+1—tr(rg).

The sign of tr 7 depends can be explicitly determined using the formulas in [9]. Alterna-
tively, one can simply pick a random point P € E(F,) and check whether (p +1—¢)P =0
or (p+1+t)P =0 both hold (at least one must); if only one of these equations is satisfied,
then tr 7 is determined (for large p this will almost always happen with the first P we try).
Note that we can always change the sign of tr m be replacing E with its quadratic twist.

®In fact E is also ordinary when j(F) € {0, 1728}, but this takes more work to prove.
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Now suppose that wish to construct an elliptic curve E over some finite field I, such
that #E(F,) = N, for some positive integer N. Provided we can factor N (typically N is
prime and this is easy), we can use Cornacchia’s algorithm to find a solution (a,v) to

AN = a®> —v?D

for any particular imaginary quadratic discriminant D, whenever such a solution exists.’
Given a solution (a,v), we put ¢t := a+ 2 and check whether p := N — 14 ¢ is prime. If not,
or if no solution (a,v) can be found, we just try a different discriminant D. In practice this
will happen quite quickly; see [3] for a heuristic complexity analysis.

Once we have p = N — 1 + ¢ prime, we then observe that

dp=4AN —4+4t =a®> —v*D —4d+4a+8 = (a+2)* —v*D = t* — D,

so the norm equation is satisfied, and we can construct an elliptic curve E/F), with tr 7 = %t
using the Hilbert class polynomial Hp(X) as described above, taking a quadratic twist if
necessary to get trmg = t. We then have #E(F,) =p+1—1t = N as desired.

This method of constructing an elliptic curve E/F, is known as the CM method. The
CM method has many applications, one of which is an improved version of elliptic curve
primality proving developed by Atkin and Morain [1]; see Problem Set 11.

Remark 21.10. It can happen that Hp(X) has roots in F,, even when p does not split
completely in the ring class field L. These roots cannot be j-invariants of elliptic curves
E/F, with End(F) = O, we must have O C End(F), and in fact the fraction field K of O
must be properly contained in End(E). This means that End’(E) has to be a quaternion
algebra that contains the imaginary quadratic field K. This cannot happen when p = pp
splits in K (which occurs exactly when (%) = 1), because L/K is Galois and the residue field
extensions Fy/F, all have the same degree (so Hp mod p either has no roots at all or splits
completely and in the latter case p must split completely in the ring class field for O). But
if p is inert in K then Hp(X) can easily have roots modulo p that must be j-invariants of
supersingular elliptic curves. This actually provides a very efficient method for constructing
supersingular elliptic curves; see [2| for details.

Remark 21.11. We have restricted our attention to prime fields I, in order to simplify
the exposition, but everything we have done generalizes to arbitrary finite fields IF, of prime
power order ¢g. If O is an imaginary quadratic order of discriminant D with ring class field L,
in Theorem 21.5 we can replace p t D with ¢ L D, replace (%) = 1 with the requirement
that D is a square in F; (automatic when ¢ is a square), and rather than requiring p to split
completely in L we require g to be the norm of a prime ideal q in Or. The norm equation
then becomes 4q = t? — v2D with t L ¢, and if it is satisfied with D < —4 the Hilbert class
polynomial Hp(X) splits completely in F,[z] and its roots are j-invariants of elliptic curves
E/F, with trmp = %t (which in fact have End(£) = O).

The main limitation of the CM method is that it requires computing the Hilbert class
polynomial Hp(X), which becomes very difficult when |D] is large. The degree of Hp(X)
is the class number h(D) =~ /|D|, and the size of its largest coefficient is on the order of

5We need to be able to factor N because Cornacchia’s algorithm requires a square root of D modulo N;
computing square roots modulo primes is easy, and if we know the factorization of N we can use the CRT
to reduce to this case; in general, computing square roots modulo N is as hard as factoring V.
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V/|D|log |D| bits.” Thus the total size of Hp(X) is on the order of |D|log|D| bits, which
makes it impractical to even write down if |D| is large. An efficient algorithm for computing
Hp(X) is outlined in Problem Set 11, and with a suitably optimized implementation, it
can practically handle discriminants with |D| as large as 103, for which the size of Hp(X)
is several terabytes [11]. Using class polynomials associated to other modular functions
discriminants up to |D| a 10'® can be readily addressed [5], and with more advanced
techniques, even |D| ~ 101° is feasible [12].

21.6 The Deuring lifting theorem

As noted in the previous section, the injective ring homomorphism End(E) — End(E) given
by (3), where E/F, is the reduction of an elliptic curve E/L with CM by O over its ring
class field L modulo an unramified prime q of norm p, is actually an isomorphism. Moreover,
every elliptic curve over I, with CM by O arises as the reduction of an elliptic curve E/L,
and this correspondence is a bijective at the level of j-invariants. These facts follow from
results of Deuring that we won’t take the time to prove, but record here for reference.

Theorem 21.12 (Deuring). Let O be an imaginary quadratic order of discriminant D with
ring class field L, and let q be the norm of a prime ideal in O, with ¢ L D. Then Hp(X)
splits into distinct linear factors in Fq[X] and its roots form the set

Ellp(Fy) := {j(£) € F,; : End(F) ~ O}.
of j-invariants of elliptic curves E/Fq with CM by O.
Proof. This follows from [6, Thm. 13]. O

Theorem 21.13 (Deuring lifting theorem). Let E/F, be an elliptic curve over a finite field
and let ¢ € End(FE) be nonzero. There exists an elliptic curve E* over a number field L with
an endomorphism ¢* € End(E*) such that E* has good reduction modulo a prime q of L
with residue field Op/q ~ Fqand E and ¢ are the reductions modulo q of E* and ¢*.

Proof. See |6, Thm. 14]. O

21.7 Summing up the theory of complex multiplication

Let O be an imaginary quadratic order of discriminant D.

E L a ax?® + bxy + cy?
| | | |
isomorphism homethety mod principal ideals SLa(Z)-equivalence
l | l l
J(E) J(L) [a] reduced form
Ello(C) ((L): O(L) = O} cl(0) cl(D)

"Under the Generalized Riemann Hypothesis, these bounds are accurate to within an O(loglog | D|) factor.
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The figure above illustrates four different objects that have been our focus of study for the
last several weeks:

1. Elliptic curves E/C with CM by O.

2. Lattices L (which define tori C/L that correspond to elliptic curves).
3. Proper O-ideals a (which may be viewed as lattices).
4

. Reduced primitive positive definite binary quadratic forms of discriminant D (which
correspond to proper O-ideals of norm a).

In each case we defined a notion of equivalence: isomorphism, homethety, equivalence
modulo principal ideals, and equivalence modulo an SLo(Z)-action, respectively. Modulo
this equivalence, we obtain a finite set of objects with the cardinality h(O) = h(D) in each
case. The two sets on the right, cl(O) and cl(D), are finite abelian groups that act on the
two sets on the left, both of which are equal to Ellp(C). This action is free and transitive,
so that Ellp(C) is a cl(O)-torsor.
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22 Isogeny volcanoes

We now want to shift our focus from elliptic curves over C to elliptic curves other fields,
finite fields in particular. As noted in Lecture 20, the moduli interpretation of the modular
polynomial X((N) parameterizing cyclic isogenies of degree N is valid over any field whose
characteristic does not divide IV; see Theorem 20.4. We can thus use the modular equation
Oy € Z[X,Y] to identify pairs of N-isogenous elliptic curves using j-invariants in any field k.
When £ is not algebraically closed this determines the elliptic curves only up to a twist, but
for finite fields there are generally only two twists to consider (assuming j # 0,1728), and
in many applications it suffices to work with k isomorphism classes of elliptic curves defined
over k, equivalently the set of j-invariants of elliptic curves E/k, which by Theorem 13.12,
is just the set k itself.

We are particularly interested in the case where N is a prime ¢ # char(k). Every isogeny
of degree ¢ is necessarily cyclic (since £ is prime), and for any fixed j-invariant j; := j(E1),
the k-rational roots of the polynomial

be(Y) = ®4(j1,Y)

are the j-invariants of the elliptic curves Es/k that are f-isogenous to E. More precisely,
there is a bijection between the Gal(k/k)-invariant roots of ¢y(Y) in k and the Gal(k/k)-
invariant cyclic subgroups of E[f], provided we count roots of ¢,(Y) with multiplicity. Over k
there are deg ¢y = ¢+1 (not necessarily distinct) roots of ¢, corresponding to 41 (necessarily
distinct) cyclic subgroups of E[l] ~ Z/lZ & Z/¢ of order £. Recall from Theorem 5.11
that every finite subgroup of E(k) is the kernel of a separable isogeny that is uniquely
determined up to composition with isomorphisms. As we are only interested in isogenies up
to isomorphism, we consider separable isogenies to be distinct only when their kernels differ.

Throughout this lecture we assume ¢ # char(k), so all the isogenies we will shall consider

are separable.

Definition 22.1. The f-isogeny graph Gy(k) is the directed graph with vertex set k and
edges (j1,j2) present with multiplicity equal to the multiplicity of jo as a root of ®,(j1,Y).

As noted in Remark 20.6, if j; = j(F1) and jo = j(E2) are the j-invariants of a pair of
¢-isogenous elliptic curves, the ordered pair (j1, j2) does not uniquely determine an ¢-isogeny
p: F1 — FEo; their may be multiple ¢-isogenies from FE; to Fo with distinct kernels. The
existence of the dual isogeny guarantees that (ji,j2) is an edge in Gy(k) if and only (jo, j1)
is also an edge; provided that j1, jo # 0, 1728 these edges have the same multiplicity, but in
the exceptional case where one of j; and js is 0 or 1728, this need not hold.

Remark 22.2. The exceptions for j-invariants 0 = j(p) and 1728 = j(i) arise from the fact
that the corresponding elliptic curves y? = 22 + B and y? = 2% 4+ Az have automorphisms
p: (x,y) = (pz,y) and i: (x,y) — (—=z,1iy), respectively, where p and i denote third and
fourth roots of unity, respectively, in both End(E) and k. The automorphism —1 does not
pose a problem because it fixes every cyclic subgroup of E[¢], so for any ¢-isogeny ¢: F1 — FEs
the isogeny ¢ o [—1] = [—1] o  has the same kernel as ¢; this does not apply to p and 4,
which fix only two cyclic subgroups of E[¢]. If j(E;) = 0 and j(E2) # 0 then we cannot
write “p o p = po ¢” (the RHS does not even make sense, p ¢ End(E>)) and the isogenies
0,0 p,po p? all have different kernels, but the corresponding dual-isogenies all have the
same kernel. In this situation the edge (j(E1),j(E2) has multiplicity 3 in G¢(k) but the
edge (j(E2),j(E1)) has multiplicity 1. The case where j(E;) = 1728 and j(F2) # 1728 is
similar, except now (j(E1),j(E2) has multiplicity 2.
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Our objective in this lecture is to elucidate the structure of the graph Gy(k) in the case
that k = [, is a finite field. Recall from Lecture 14 that elliptic curves over finite fields
may be classified according to their endomorphism algebras and are either ordinary (meaning
End’(FE) is an imaginary quadratic field) or supersingular (meaning End®(E) is a quaternion
algebra). Whether F is ordinary or supersingular is an isogeny invariant (by Theorem 13.2),
so the graph G(F,) can always be partitioned into ordinary and supersingular components.
Since most elliptic curves are ordinary, we will focus on the ordinary components; you will
have an opportunity to investigate the supersingular components on Problem Set 12.

22.1 Isogenies between elliptic curves with complex multiplication

Theorem 22.3. Let ¢: E — E' be an (-isogeny of elliptic curves defined over a field k.
Then End®(E') ~ End®(E), and if End®(E) = K is an imaginary quadratic field then
End(E) = O and End(E") = O’ are orders in K such that one of the following holds:

(i) 0O=0 (i) [0: O =14, (iii) [O": O] = ¢.

Proof. Let ¢: E' — E be the dual isogeny. If ¢ € End(E), the isogeny p o ¢po @p: E' — E’
is an endomorphism ¢’ € End(E’) with

T¢' =¢'+d' =popop+podop=po[T¢lop=¢opo[T¢|=LTs,

Nqﬁ’:gﬁ’oqglzgpoqﬁo@ogpoggo@:gpo¢o[€]oéo<ﬁ:gpo[€N¢]o@:EQN(ﬁ,
and ¢ is a root of 22 — (T¢)x + N¢/ = 22 — (T¢)(¢x) 4+ £>N¢ = 0. Thus ¢'/¢ € End’(E’)
is a root of 22 — (T¢)x + N¢, and it follows that the characteristic polynomial of every
¢ € End(E) has a root in End’(E’) and therefore End(E) C End’(E’). Applying the
same argument in the reverse direction shows that End(E’) C End’(E), so we must have
End’(E') = End’(E).

Assume End’(E’) ~ End’(E) is an imaginary quadratic field, with End(E) = O = [1, 7]

and End(E') = O’ = [1,7/]. Then p o710 ¢ € End(E’) = O has the same characteristic

polynomial as 7 € O, which implies {7 € O’ (since O and @’ lie in the same field K). We
similarly find that ¢7" € O. Thus [1,¢7] C [1,7'], and [1,¢7'] C [1, 7], and therefore

[1,0%7] C [1,¢7'] C [1,7].

The index of [1,£?7] in [1,7] is £2, so the index of [1,£7'] in [1,7] must be 1,4, or £?. These
correspond to cases (iii), (i), and (ii) of the theorem, respectively. O

Definition 22.4. Theorem 22.3 allows us to distinguish /-isogenies ¢: E — E’ of elliptic
curves with CM by an imaginary quadratic field as follows:

(i) when O = O’ we say that ¢ is horizontal,
(ii) when [O : O'] = ¢ we say that ¢ is descending;
(iii) when [0 : O] = £ we say that ¢ is ascending.
We collectively refer to ascending and descending isogenies as vertical isogenies.

Theorem 22.5. Let E/C be an elliptic curve with CM by an order O of discriminant D
in an imaginary quadratic field K, and let £ be prime. If £ 1 [Ok : O] then E admits
1+ (%) horizontal, £ — (%) descending, and no ascending £-isogenies. Otherwise E admits
no horizontal, £ descending, and one ascending ¢-isogenies.
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Proof. We know that there are always £ + 1 f-isogenies in total, so it suffices to prove that
the counts of horizontal and ascending ¢-isogenies given in the theorem are correct.

Let us first consider the special case in which F corresponds to a torus C/L with L := (O
homothetic to O. As explained in Lecture 17 (see §17.5), every (-isogeny ¢: E — E’ arises
from a lattice inclusion L C L’ of index ¢. The lattices L' containing L = /O with index ¢
are precisely the index-¢ sublattices of O. We then have

End(E') ~ End(C/L') = O(L') :={a € C: aLl' C L'},

and the inclusion L C L’ gives rise to a horizontal f-isogeny if and only if O(L') = O, in
other words, precisely when L' is a proper O-ideal. By Corollary 21.7, if £ { [Of : O] there
are 1 + (%) proper O-ideals of norm /¢, and otherwise there are none, which matches the
claimed count of horizontal ¢-isogenies.

When ¢ t [Of : O] there can be no ascending ¢-isogenies, so it remains only to show that
when ¢ divides [Of : O] there is exactly one ascending (-isogeny. In this case O is an index-¢
suborder of some order @’ in Ok, and we want to show that exactly one of the index £
sublattices L' of O (each of which contain L = ¢O with index /) satisfies O(L') = O'. Let
O’ = [1,w]. We can assume O = [1, lw], since this is clearly an index-¢ suborder of @’ and
there is exactly one such suborder (by Theorem 17.18). The index-¢ sublattices of O are
Li = [l,fw+1i] for 0 <i < £ and L, := [1,*w], by Lemma 20.2. Note that L is homothetic
to @', and we claim it is the unique index-¢ sublattice L’ for which O(L") = O, equivalently,
for which the inclusion L C L' induces an ascending f-isogeny ¢: E — FE'.

We have O'Ly = O0O' = 10" = Ly, so O' C O(Lyg), and O(Lg) cannot be larger than O,
since O is the largest order possible for End(E’), by Theorem 22.3, thus O(Ly) = O
and the inclusion L. C Ly induces an ascending f-isogeny. For 0 < ¢ < ¢ the element
wllw +1i) = bw? +iw = iw mod £ & [1,4w] = O is not an element of L;, so O’ € O(L;), and
for i = £ the element w-1=w ¢ [1,4w] = O is not an element of L; and again 0" Z O(L;).
Thus ¢ is an ascending f-isogeny if and only if L’ = Lo and there is exactly one such ¢.

We now consider the general case, in which L is homothetic to a proper O-ideal a, which
we can assume has prime norm p L ¢[Og : O] (by Theorem 20.11, every ideal class in
cl(O) contains infinitely ideals of prime norm). The CM action of a is a horizontal p-isogeny
va: E — Ep, with Ey ~ C/O. Let ¢: E — E' be an f-isogeny, let O’ = End(E’), and define

a if ¢ is horizontal,
a =< a0 if ¢ is descending,

an@" if p is ascending.
We must have [O':d] = [Ok : d/Ok| = [Ok : aOk| = [O :a] = p, since p does divide
[Ok : O] or [Ok : O']; it follows that a’ is a proper (’-ideal of norm p, and we have a
horizontal p-isogeny ¢ : E' — E{, with Ej ~ C/O’. Up to isomorphism, there is a unique
(-isogeny ¢g: Ey — Ej for which the diagram

E 2 B,

lyv lﬂkpo

ALY /
E ——+E0

commutes, namely the isogeny with kernel pq4(ker(pq o ¢)) given by Theorem 5.11. Since
vq and @ are both horizontal, the f-isogeny (o must be of the same type (horizontal,
descending, or ascending) as ¢. This reduces the general case to the special case above. [J
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Theorem 22.5 extends to any field whose characteristic is not ¢ (provided that one takes
into rationality into account: f-isogenies admitted by E over k need not be defined over k).
We won’t prove this in full generality, but we can use Deuring’s lifting theorem to address
the case where k is a finite field F,.

For an imaginary quadratic order O with discriminant D and any field k£ we define

Ello(k) := {j(E) € k : End(E) = O},

the set of j-invariants of elliptic curves over k with CM by O; for k = C this is the same as
the set of roots of the Hilbert class polynomial Hp(X), whose cardinality is the class number
h(D) := #Cl(O), and a result of Deuring noted in the previous lecture (see Theorem 21.12
yields a similar statement for finite fields.

Lemma 22.6. Let O be an imaginary quadratic order of discriminant D and let Fy be a
finite field with ¢ L D. The set Ellp(Fy) is either empty or has cardinality h(D). If Ello(Fy)
is nonempty, so is Elly(F,) for every imaginary quadratic order O containing O.

Proof. If Ellp(F,) is nonempty then there is an elliptic curve E/F, with CM by O. Its
Frobenius endomorphism 7 is an element of End(F) = O with trace ¢t = tr 7 and norm ¢,
and we must have ¢ | ¢, since F is ordinary, by Corollary 13.20. The discriminant of the
characteristic polynomial 22 — ¢tz +q has a root 7 € O that is not in Z (because t # +2,/q),
so its discriminant t? — 4q is a square in @ — Z, hence of the form v?D for some v € Z. We
then have 4q = t2 — v?D with ¢t # 0 mod p = char F,, and it follows from Theorem 21.5 and
Remark 21.11 that ¢ is the norm of a prime ideal in Of,, where L is the ring class field of O.
By Theorem 21.12, the Hilbert class polynomial Hp(X) of degree h(D) splits into distinct
linear factors in [F,[X] and its roots form the set Ellp(F,) of cardinality h(D).

If @ is an order of discriminant D’ that contains O with index u, then D = u?D’ and
4q = t2 — u?v%D’, so ¢ is also the norm of a prime ideal in O/, where L’ is the ring class
field of @', and we have ¢ L @', since D’|D. This implies that Ello/(FF,) is nonempty and
has cardinality h(D’), by the same argument used above for O. O

Corollary 22.7. Let E/F, be an elliptic curve with CM by an order O of discriminant D L q
in an imaginary quadratic field K, and let £ t q be prime. Then E admits 1+ (%) horizontal
l-isogenies and one or zero ascending (-isogenies, depending on whether ¢ 1 [Ok : O] or
not. The number of descending (-isogenies admitted by E over IFy is either zero or £ — (%),
depending on whether Ello/(F,) is empty or not, where O’ is the order of index ¢ in O.
Proof. This follows from Theorem 22.5, Lemma 22.6, and the Deuring lifting theorem (see
Theorem 21.13). If p: E — E’is an ¢-isogeny of CM elliptic curves over C with End(E) = O
and End(E’) = O" and F, is a finite field for which the sets Ellp(F,) and Ello (F;) are both
nonempty, then we can view p: E — E’ as an isogeny of elliptic curves L, where L the
larger of the two ring class fields for O and O’ (one must contain the other since either
O C O or O C 0), and ¢ the norm of a prime ideal q in Op. We can use the reduction
map Or, — Or/q = F, to reduce integral equations for E, E’, and ¢ modulo g to obtain a
corresponding (-isogeny @: E — E of elliptic curves over F, with End(F) = End(E) = O,
End(E/) = End(E’) = O, and degp = degp = ¢ (the degree of ¢ cannot change because
¢1q, so E[¢] ~ E[f], which implies ker ¢ ~ ker , and % must be separable).

Conversely, if p: £ — E'is an {-isogeny of elliptic curves over Fy, we can lift F and E
to elliptic curves over L with End(E) = End(E) = O and End(E') = End(E') = O'. There
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is then a corresponding ¢-isogeny ¢: E — E’ whose kernel reduces to the kernel of @ (as
above, the reduction map gives a bijection E[¢] ~ E[¢] for £1 q). O

If E/F, is an elliptic curve with CM by an imaginary quadratic order O and a is a proper
O-ideal, then as in Definition 17.13 we have an a-torsion subgroup

Ela] ;== {P € E(F,) : o(P) =0 for all a € a}.

Provided the norm of a is prime to g, there is a corresponding separable isogeny pq: E — E’
with ker o = FEla] and degp, = Na uniquely determined up to isomorphism, by Theo-
rem 5.11. As in the proof above we can lift the isogeny ¢q,: E — E’ to a number field
L C C where it corresponds to the CM action of cl(Q), which implies that we must have
End(FE’) = End(F) = O; if Na is a prime ¢ this means that ¢, is a horizontal (-isogeny. By
Theorem 20.11, every ideal class in cl(Q) contains infinitely many ideals of prime norm, and
in particular, an ideal whose norm is prime to ¢q. This allows us to define the CM action
of cl(O) on the set Ellp(F,) in terms of horizontal ¢-isogenies for various primes £t q. As
with the CM action on Ellp(C), the action of the inverse of an ideal a is given by the dual
isogeny ¢q. We thus have the following corollary.

Corollary 22.8. Let O be an imaginary quadratic order of discriminant D and let Fy be a
finite field with ¢ L D. If the set Ellp(F,) is nonempty then it is a cl(O)-torsor in which the
action of the ideal class of any proper O-ideal of prime norm £ 1 q is given by a horizontal
£-isogeny, and the inverse of this action is given by the dual isogeny.

Remark 22.9. As noted above, every ideal class in cl(O) contains infinitely many proper
O-ideals of prime norm ¢. This means that if we want to compute the action of a given
proper (O-ideal [; of prime norm ¢;, we can compute this action using any other proper
O-ideal [y of prime norm #5 that lies is in the same ideal class. This has many practical
applications: when /1 is large it allows us to use a much smaller ¢5. Indeed, under the
Generalized Riemann Hypothesis, we can always find a prime ¢3 bounded by O(log? |D|).

22.2 Isogeny volcanoes

Having determined the exact number of horizontal, ascending, and descending f-isogenies
that arise for an ordinary elliptic curve over a finite field, we can now completely determine
the structure of the ordinary components of G¢(F,). Figure 1 depicts a typical example.

Figure 2 shows the same graph from a different perspective. With a bit of imagination,
one can see the profile of a volcano: there is a crater formed by the cycle at the top, and
the trees handing down from each edge form the sides of the volcano.

Definition 22.10. An /l-volcano V is a connected undirected graph whose vertices are
partitioned into one or more levels Vp, ..., Vg such that the following hold:

1. The subgraph on Vj (the surface) is a regular graph of degree at most 2.

2. For ¢ > 0, each vertex in V; has exactly one neighbor in level V;_;, and this accounts
for every edge not on the surface.

3. For i < d, each vertex in V; has degree ¢ + 1.

Level Vy is called the floor of the volcano; the floor and surface coincide when d = 0.
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Figure 1: An ordinary component of G3(F)).

Figure 2: A 3-volcano of depth 2.
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As with Gy(k), an ¢-volcano may have multiple edges and self-loops, but it is an undi-
rected graph. If the surface of an ¢-volcano has more than two vertices, it must be a simple
cycle. Two vertices may be connected by 1 or 2 edges, and a single vertex may have 0, 1,
or 2 self-loops. As an abstract graph, an ¢-volcano is determined by the integers ¢, d, |Vp].

If we ignore components that contain the two exceptional j-invariants 0 and 1728, the
ordinary components of G¢(F,) are all {-volcanoes. This was proved by David Kohel in his
Ph.D. thesis [6], although the term “volcano” was coined later by Fouquet and Morain in [3].

Theorem 22.11 (Kohel). Let F, be a finite field, let £ { g be a prime, and let V be an
ordinary component of G¢(IFq) that does not contain the j-invariants 0 or 1728. Then V is
an L-volcano for which the following hold:

(i
(ii) The subgraph on Vi has degree 1 + (%), where Dy = disc(Op).

) The vertices in level V; all have the same endomorphism ring O;.

)
(i) If (%) >0, then |Vo| is the order of [I] in cl(Op); otherwise |Vy| = 1.
)

)

(iv) The depth of V is d, where 4q = t> — (>42 Dy with £ { v, t2 = (tr7g)?, for j(E) € V.
(V gf[OK : Oo] and [Oz : Oi-i—l] =€f0T0§i<d.

Proof. Let V be an ordinary component of G¢(F,) that does not contain 0 or 1728. The
only automorphisms admitted by elliptic curves E with j(E) # 0,1728 are £1 € End(F),
thus as explained in Remark 22.2, every edge (j1, j2) in V occurs with the same multiplicity
as the edge (jo, j1), allowing us to view V as an undirected graph.

Since V is an ordinary component, every vertex is the j-invariant of an ordinary elliptic
curves whose endomorphism ring is an order O in an imaginary quadratic field, by Corol-
lary 13.20. It follows from Theorem 22.3 that the order O arising for elliptic curves with
Jj(E) € V all lie in the same quadratic field K and differ only in the ¢-adic valuation vy of
the conductor of [Of : O]. By Corollary 22.7, every j(E) € V for which End(F) = O has
conductor divisible by £ admits an ascending ¢-isogeny, and it follows that we can partition
V into levels Vy, ..., V; with j(E) € V; if and only if v/([Ok : O]) = i; the set V is finite so
d is bounded; this proves (i) and (v), and Corollary 22.7 also implies (ii) and that V is an
£-volcano as claimed.

If (%) = —1 then V}) has degree 0 and we must have |Vp| = 1. Otherwise there exists a
proper Ogp-ideal [ of norm ¢, and its ideal class [[] € cl(O) acts on Vj via horizontal /-isogenies,
by Corollary 22.8. This proves (iii).

Part (iv) follows from Theorem 21.5 and Remark 21.11. If 4q = 2 — v22? Dy with ¢ { v,
then the sets Ellp, (k) must be non-empty for 0 <4 < d, but the set Ellp,, (k) must be
empty since £4t1 does not divide v. O

Remark 22.12. Theorem 22.11 can be extended to the case where V contains 0 or 1728
following Remark 22.2. Parts (i)-(v) still hold, the only necessary modification is the claim
1

that V' is an ¢-volcano. When V' contains 0, if V1 is non-empty then it contains 3 (¢ — (_73))

vertices, and each vertex in V; has three incoming edges from 0 but only one outgoing
edge to 0. When V' contains 1728, if V; is non-empty then it contains %(6 — (_71)) vertices,
and each vertex in V7 has two incoming edges from 1728 but only one outgoing edge to
1728. This 3-to-1 (resp. 2-to-1) discrepancy arises from the action of Aut(E) on the cyclic
subgroups of E[¢] when j(E) = 0 (resp. 1728). Otherwise, V satisfies all the requirements
of an ¢-volcano, and most of the algorithms designed for ¢-volcanoes work just as well on

ordinary components of Gy(F,) that contain 0 or 1728.
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22.3 Finding the floor

The vertices that lie on the floor of an ¢-volcano V' are distinguished by their degree.

Lemma 22.13. Let v be a vertex in an ordinary component V. of depth d in G¢(Fy). Either
degv <2 andv € Vg, ordegv=~4+1 andv & V.

Proof. If d = 0 then V = Vy = V; is a regular graph of degree at most 2 and v € V.
Otherwise, either v € V; and v has degree 1, or v € V; and v has degree £ + 1. O

Given an arbitrary vertex v € V', we would like to find a vertex on the floor of V. Our
strategy is very simple: if vg = j(F) is not already on the floor then we will construct a
random path from vy to a vertex vs; on the floor. By a path, we mean a sequence of vertices
Vo, V1, - -, Us such that each pair (v;_1,v;) is an edge and v; # v;—2 (no backtracking).

Algorithm FINDFLOOR
Given an ordinary vertex vy € G¢(FF,), find a vertex on the floor of its component.

1. If degvg < 2 then output vy and terminate.

2. Pick a random neighbor v; of vy and set s « 1.

3. While degvs > 1: pick a random neighbor vs11 # vs_1 of vs and increment s.
4

. Output vs.

Remark 22.14 (Removing known roots). As a minor optimization, rather than picking
vsy1 as a root of ¢p(Y) = Py(vs,Y) in step 3 of the FINDFLOOR algorithm, we may use
oY)/ (Y — vs—1)¢, where e is the multiplicity of vs_; as a root of ¢(Y'). This is slightly
faster and eliminates the need to check that vsy1 # vs—1.

Notice that once FINDFLOOR picks a descending edge (one leading closer to the floor),
every subsequent edge must also be descending, because it is not allowed to backtrack along
the single ascending edge and there are no horizontal edges below the surface. It follows that
the expected length of the path chosen by FINDFLOOR is § + O(1), where 0 is the distance
from vg to the floor along a shortest path. With a bit more effort we can find a path of
exactly length 9, a shortest path to the floor. The key to doing so is observe that all but
at most two of the £ + 1 edges incident to any vertex above the floor must be descending
edges. Thus if we construct three random paths from vg that all start with a different initial
edge, then one of the initial edges must be a descending edge, which necessarily leads to a
shortest path to the floor.

Algorithm FINDSHORTESTPATHTOFLOOR
Given an ordinary vg € G(IF,), find a shortest path to the floor of its component.

1. Let vg = j(F). If degvy < 2 then output vy and terminate.

2. Pick three neighbors of vy and extend paths from each of these neighbors in parallel,
stopping as soon as any of them reaches the floor.!

3. Output a path that reached the floor.

f v does not have three distinct neighbors then just pick all of them.

18.783 Spring 2021, Lecture #22, Page 8



The main virtue of FINDSHORTESTPATHTOFLOOR is that it allows us to compute 4,
which tells us the level Vg5 of j(FE) relative to the floor V. It effectively gives us an
“altimeter” §(v) that we may be used to navigate V. We can determine whether a given
edge (v1,v2) is horizontal, ascending, or descending, by comparing §(v1) to d(vz), and we
can determine the exact level of any vertex.?

There are many practical applications of isogeny volcanoes, some of which you will
explore on Problem Set 12. See the survey paper [8] for further details and references.
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2 A more sophisticated approach that uses the Weil pairing (to be discussed in Lecture 23) can be found
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23 Divisors and the Weil pairing

In this lecture we address a completely new topic, the Weil Pairing, which has many practical
and theoretical applications. In order to define the Weil pairing we first need to expand our
discussion of the function field of a curve from Lecture 4. This requires a few basic results
from commutative algebra and algebraic geometry that we will not take the time to prove;
almost everything we need it is summarized in the first two chapters of Silverman’s book 6],
which I recommend reviewing if you have not seen this material before.

23.1 Valuations on the function field of a curve

Let C'/k be a smooth projective curve defined by a homogeneous polynomial fo(z,y,z) =0
that (as always) we assume is irreducible over k. For the sake of simplicity we assume
throughout this section that k is a perfect field (every algebraic extension is separable).

In Lecture 4 we defined the function field k(C) as the field of rational functions g/h,
where g, h € k[z,y,z] are homogeneous polynomials of the same degree with h & (f¢),
modulo the equivalence relation

}ng ~ % — grhe — g2h1 € (fo)-
1 2
Alternatively, we can view the function g/h as a rational map (g : h) from C to P'. Our
assumption that C' is smooth implies that this rational map is actually a morphism, meaning
that it is defined at every point P € C(k); this was stated as Theorem 4.15 and we will
prove it below. This means that even though the rational map (g; : h1) : C — P! associated
to particular representative g1 /hy of an element of k(C') might not be defined at at point P
(this occurs when g1 (P) = hy(P) = 0, since (0 : 0) is not a point in P'), there is always an
equivalent go/hy representing the same element of k(C) that is defined at P.

Example 23.1. Consider the function 2/z on the elliptic curve E: 3?2z = 23 + Azxz? + B2z3.
We can evaluate the map (z : z) at any affine point, but not at the point (0 : 1 : 0), where
we get (0 :0). But the maps

(z:2) ~ (2% : 222) ~ (%2 — Azz? — B23 : 2%2) ~ (y* — Azz — B2? : 2%)

all represent the same element of k(F), and the last one sends (0 : 1: 0) to (1:0) € P!,
which is defined. Moreover, any other representative of the function z/z that is defined
at (0 :1:0) will give the same value. Notice that the right-most map is also not defined
everywhere, since it gives (0 : 0) at the point (0 : v/B : 1). The moral is that there typically
will not be a single representative for a function in k(F) that is defined at every point, even
though the function itself is defined everywhere.

Remark 23.2. It is often more convenient to write elements of the function field in affine
form, just as we typically use the equation y?> = x3 + Az + B to refer to the projective
curve defined by its homogenization; so we may write x instead of x/z, for example. In
general, any time we refer to a function r(z,y) as an element of k(C) that is not a ratio

'Here we are assuming for simplicity that C'is a plane curve (e.g. an elliptic curve in Weierstrass form).
One can work more generally in P™ by replacing (f) with a homogeneous ideal I in k[zo, ... ks] whose zero
locus is a smooth absolutely irreducible projective variety of dimension one in P". Everything in this section
applies to any smooth projective (geometrically integral) curve, we use plane curves only for the sake of
concreteness.
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g(z,y,2)/h(x,y, z) of two homogeneous polynomials g and h of the same degree, it should
be understood that we mean the function one obtains by multiplying the numerator and
denominator of r(x,y) by suitable powers of z to put it in the form g/h with g and h
homogeneous polynomials of the same degree.

Definition 23.3. For any point P € C(k), we define the local ring at P (or the ring of
reqular functions at P) by

Op = {f € K(C) : f(P) # 0} C k(C),
where co = (1:0) € PL. It is a principal ideal domain (PID) with a unique maximal ideal
mp:={f € Op: f(P)=0}.

Any generator up for the principal ideal mp = (up) is called a uniformizer at P.

Definition 23.4. A discrete valuation on a field F is a surjective homomorphism v: F* — Z
that satisfies the inequality
v(z +y) = min(v(z), v(y))-

for all z,y € F*. If v is a discrete valuation on F', then the subring
R:={x € F:v(z)>0}

is a PID with the unique maximal ideal
m:={z € R:v(x)> 1},

Every nonzero ideal (z) of R is then of the form m"™, where n = v(z). Any u € F for which
v(u) = 1 generates m and is called a uniformizer for m.

Given a principal ideal domain R with a unique nonzero maximal ideal m = (u), we can
define a discrete valuation on its fraction field F' via

v(z) :=min{n € Z: v "z € R},

and we then have R = {z € F' : v(x) > 0}. Note that v(x) does not depend on the choice
of the uniformizer u. We call any such ring R a discrete valuation ring (DVR).

For the curve C/k, the local rings Op are a family of DVRs that all have the same
fraction field k(C). We thus have a discrete valuation vp for each point P € C(k) which
we think of as measuring the “order of vanishing” of a function f € k(C) at P (one can
formally expand f as a Laurent series in any uniformizer up for mp, and the degree of the

first nonzero term will be vp(f), just as with meromorphic functions over C).

Remark 23.5. When k is not algebraically closed the function field k(C) has many val-
uations that are not associated to rational points P € C(k). One can always work with
k-points as above (and in [6]), but a more natural approach is to work with closed points:
Gal(k/k)-orbits in C(k), which we also denote P (we do assume that k is a perfect field so
that k/k is separable, otherwise one should replace k with the separable closure of k in k).
Each closed point is a finite subset of C'(k) whose cardinality we denote deg P; this is the
same as the degree of the minimal extension of k over which all the points in P are defined
(which is necessarily a finite Galois extension), and it is also the degree of the residue field
Op/mp as an extension of k. Rational points (elements of C'(k)) are closed points of degree
one. Each closed point corresponds to a maximal ideal mp of the coordinate ring k[C]. Note
that it still makes sense to “evaluate” a rational function f € k(C) at a closed point P; the

result is a closed point f(P) of P!(k) (because f € k(C) is, by definition, Galois invariant).
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Now that we have valuations vp and uniformizers up associated to each point P of a
smooth projective curve we can easily prove Theorem 4.15, which was stated without proof.

Theorem 23.6. Let C1/k be a smooth projective curve and let ¢: C1 — Cy be a rational
map. Then ¢ is a morphism.

Proof. Let ¢ = (¢g : --- : ¢m), let P € C1(k) be any point, let up be a uniformizer at P,
and let n = min; vp(¢;). Then

is defined at P because vp(up"¢;) > 0 for all i and vp(up"¢;) = 0 for at least one i. O

Remark 23.7. When (' is not smooth one can construct counter-examples to the theorem
above. Smoothness guarantees that the local rings Op are all DVRs, so that we have a
valuation vp to work with. Indeed, a curve is smooth if and only if all its local rings
are DVRs; this gives an alternative criterion for smoothness that does not depend on the
equation of the curve or even the dimension of the projective space in which it is embedded.

Example 23.8. For the function x on the elliptic curve E: y? = 23 + Az 4+ B we have

0 ifP=(1:%:x%)
)1 ifP=(0:£VB:1) (B#0)
@ =0y P (0:0:1) (B =0)
-2 ifP=(0:1:0)

For the function y we have

0 ifP=(x:1:z2) (z0 #0)
vp(y) =41 ifP=(20:0:1) (234 Azg+ B =0)
-3 ifP=(0:1:0)

You may wonder how we computed these valuations. In particular, how do we know
that veo(x) = —2 and veo(y) = —37 There are a couple of ways to see this. One is to use
the fact that for any f € k(C) we always have have ), vp(f) = 0 (see below), so every
function in k(C) has the same number of zeros and poles. Thus if we know all the zeros
(and the order of vanishing at each) and there is only one pole, we know its order.

A more general approach is to consider the degree of the morphism f: C' — P!. For
non-constant functions f this is defined as

deg f = [k(C) : f*(k(P))]

where f*: k(P!) — k(C) is the morphism of function fields that sends g € k(PP;) to the
function go f in k(C); for f € k™ the convention is to define deg f = 0. In explicit examples
it is often obvious what the degree is, it is the cardinality of the fibers f~!(P) for all but
finitely many P € P'(k). In our example, the function = defines a morphism of degree two
from E to P!, because if we pick an arbitrary point on P! there will generically be two points
on F that get mapped to it (points with the same z-coordinate). Any time this is not the
case, we have a ramified point, and in the case of a zero or pole the degree of ramification
is what determines its multiplicity.
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Whenever we have f(P) = Q € P'(k) and the size of the preimage f~1(Q) is the same as
the degree of f as a morphism (which happens for all but finitely many @), no ramification
occurs and if Q = 0 or Q = oo then f has a simple zero or pole at P. More generally, we
have the following theorem, which says that so long as we count points with multiplicity,
every fiber of the morphism f: C — P! has the same size, equal to the degree of f.

Theorem 23.9. Let C' be a smooth projective curve over an algebraically closed field k and
let f € k(C)* be an element of its function field (viewed as a morphism f: C — P'). For
every point Q € PY(k) we have

deg f = Z vp(ug o f).
f(P)=Q
where ug € k(PY) denotes any uniformizer for mg.

Proof. This is a special case of Proposition 2.6 in [6]. O

If ¢ is our coordinate for P! (which we may view as taking values in k U {oo}), then we
can take ug :=t — @ to be a simple translation. Computing vp(ug o f) then amounts to
re-interpreting the order of “vanishing” at P with the order of “Q-ing” at P.

Corollary 23.10. Let C' be a smooth projective curve over an algebraically closed field k.
For every f € k(C)* we have
> we(f) =0,

PeC(k)
and vp(f) = 0 for all but finitely many P; we have vp(f) =0 for all P if and only if f € k*.

Proof. We have vp(f) # 0 only when f(P) =0 or f(P) = co. Applying Theorem 23.9 to
@ = 0 using the uniformizer ug = t yields

degf= Y wp(f),
f(P)=0
and if we apply it to @ = oo with uniformizer uo, = 1/t we have
degf= 3 wplumof)= S —up(f),
f(P)=o0 f(P)=o0

which implies >"vp(f) = 0. The cardinalities of f~1(0) and f~!(co) are each bounded by
deg f, hence finite, so vp(f) # 0 for only finitely many P, and these cardinalities can be
zero if and only if f € kX, since otherwise deg f > 1. O

Remark 23.11. When working with closed points over a non-algebraically closed field the
formula in Theorem 23.9 needs to be modified to account for the degrees of the points. We
then have

deg fdegQ = Z vp(ug o f)deg P,
f(P)=Q

which holds for any closed point @ of P! /k; the formula in Corollary 23.10 becomes

va(f) deg P = 0,

where the sum is over closed points P.

18.783 Spring 2021, Lecture #23, Page 4



Example 23.12. Another way to compute valuations is to work directly from the defini-
tion using, a uniformizer up. We did not do this in Example 23.8 because we hadn’t yet
determined uniformizers for the points on an elliptic curve. But from the example it is clear
that we can take

x—xz(P) ify(P)#0and P# (0:1:0)
up =<y if y(P)=0
x|y if P=(0:1:0)

Note that v, (2/y) = vp(z) — vp(y) = =2 — (=3) = 1. To check that v (y) = —3 using the
uniformizer u.,, for example, it suffices to show that 1/y and u2, generate the same ideal
in Oy the function s := y? /23 = y?/(y? — Az — B) is a unit in Oy, and we have 1/y = su’

[o ok

23.2 The divisor class group of a curve

As in the previous section, we continue to assume that C' is a smooth projective curve over
a perfect field k.

Definition 23.13. To each point P € C(k) we associate a formal symbol [P]. The divisor
group of C'is the free abelian group on the set {[P] : P € C(k)}, denoted Div C. Its elements
are called divisors. Each is a finite sum of the form

D= np[P]
P

in which the np are integers (so np = 0 for all but finitely many P). The integer np is the
valuation of D at P, also denoted by vp(D) := np. For each divisor D the finite set

supp(D) := {[P] : vp(D) # 0}

is its support, and the integer
deg D := va(D)
P

is its degree. The degree map D — deg D is a surjective homomorphism of abelian groups
whose kernel is the subgroup Div® C of divisors of degree zero. Associated to each function
f € k(C)* there is a divisor

div f == 3 vp(f)[P),
P

which is called a principal divisor. Because each vp: k(C)* — Z is a group homomorphism,
we have divfg = divf + divg, and the map

div: k(C)* — Div C

is a group homomorphism whose image Princ C' is a subgroup of Div C, and whose kernel
consists of the nonzero constant functions k™, by Corollary 23.10.
The quotient group
PicC := Div C/Princ C,

is the divisor class group or Picard group of C. Since Princ C' lies in the kernel of the degree
map deg: Div(C — Z, we also have a degree map

deg: PicC — Z
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on divisor classes, and its kernel is the group
Pic’ C := Div’ C/Princ C
of divisor classes of degree zero. We then have an exact sequence
1 — kX — k(C)* — Div'C — Pic’ ¢ — 0.

Remark 23.14. When k is not algebraically closed one typically define divisors as sums
over closed points P and the degree of a divisor is then deg D := ", vp(D) deg P.

Of the many groups defined above, Pic’ C is the one of greatest interest to us, because
it is intimately related to the curve C'. You might wonder why it doesn’t have name shorter
than “the group of divisor classes of degree zero”. This is because it often goes by another
name, the Jacobian of the curve C' (at least when C(k) is non-empty, which can always be
achieved by extending the field k). Although this is not at all obvious from the definition
above, in addition to is structure as an abelian group, Pic® C' can also be given the structure
of an algebraic variety, making it an abelian variety. In general, the construction of the
Jacobian is quite complicated; strictly speaking it is an object separate from Pic® C' that
is isomorphic to Pic’ C' as an abelian group and geometrically characterized by a universal
property that distinguishes it (up to a canonical isomorphism) within the category of abelian
varieties in terms of the Abel-Jacobi map defined below. The details of this construction
do not matter to us, because when C' is an elliptic curve we already know exactly what its
Jacobian looks like: it is the curve C' together with the distinguished point 0 and the group
law that makes it an abelian variety.

Definition 23.15. Let C/k be a smooth projective curve with a rational point 0 € C(k);
The Abel-Jacobi map is the map C(k) — Pic’ C defined by

P s [P] - [0].

Although we will not prove this here, for a curve C/k of genus g, over an algebraically
closed field the Abel-Jacobi map is surjective if and only if the ¢ < 1 and injective if and
if only if ¢ > 1. As usual, genus g = 1 is the sweet spot, and we will prove in the next
section that for smooth projective curves of genus 1 with a rational point (elliptic curves),
the Abel-Jacobi map is an isomorphism.

23.3 The Jacobian of an elliptic curve

Definition 23.16. Let E/k be an elliptic curve with 0 as its distinguished point (for curves
in Weierstrass form this is the projective point (0 : 1 : 0), the point “at infinity”). For each
pair of points P,Q € E(k) let Lpg € k(F) denote the function corresponding to the line
PQ, which we define as the tangent to the curve when P = Q. For example, if P = (x1,91)
and @ = (z2,y2) are distinct affine points then the point-slope formula tells us that

Lpg=(y—y1)(z2 —21) — (x — 21)(y2 — ¥1),

which has zeros at P, @, and —(P + @) where it intersects the curve E, but here we are

thinking of Lpg € k(E) as a map E — P! that we can evaluate at any point R on E. We
now define I

P7

Gpq = L—Q-

P+Q,—(P+Q)
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The motivation for this is that G'pg effectively encodes our geometric definition of the
group law on E: to add P and @ we construct the line PQ), which intersects the curve E at
a third point —(P + @), and we then compute P+ @ as the point on the line through 0 and
—(P + Q); in the formula for G'p g above this is the line Lp g _(p1@) in the denominator.

To see this more clearly, let us compute the principal divisors corresponding to the
functions Lp g and Gpg. By definition, the function Lp g has zeros at the points P, () and
—(P + @) (possibly with multiplicity if any of these points coincide); it has no other zeros
and no poles at any affine points, so it must have a triple point at the point at infinity. Thus

divLpq = [P]+[Q] + [-(P + Q)] — 3[0]
We can then compute

divGpg = [P+ [Q] + [~ (P + Q)] — 3[0] — ([P + Q] + [- (P + Q)] + [0] — 3[0])
=[P+ Q] - [P+ Q] - [0]

Since div G) 4 is a principal divisor, it follows that [P]+ [Q] and [P + Q] + [0] represent the
same equivalence class in Pic E; such divisors are said to be linearly equivalent, and we write

[Pl +[Q] ~ [P+ Q]+ [0] (1)
to denote this relation.

Theorem 23.17. Let E/k be an elliptic curve the distinguished point 0. The Abel-Jacobi
map E +— Pic® E defined by P — [P] — [0] is a group isomorphism.

Proof. By (1) we have
([P] = [0]) + (IQT = [0]) ~ [P + Q] + [0] — 2[0] = [P + Q] — [0],

and clearly [0] — [0] = 0, so the Abel-Jacobi map is a group homomorphism.
To show surjectivity, let D = > npP represent a divisor class in Pic’ E. By splitting D
into separate sums with np > 0 and np < 0, we can write

D=3 nplP] = Y (-np)[P).

np>0 np<0

and by applying (1) repeatedly we obtain

D ~ [Z npP

np>0

— | > (=np)P

np<0

+ m|0],

for some integer m (note that the sums Y npP and > (—np)P inside the brackets are sums
of points in E(k) that yield a single point in E(k) in each case). Since D represents a class
in Pic? E, we have deg D = 0, and computing degrees of both sides above yields

0=1—-14+m,

som = 0. Ifnowlet @ =3 _onpP and R =3 _,(—np)P be the points in E(k)
obtained by computing the sums ) npP using the group law in E(k), we have

D ~[Q] = [R] = [Q] = [0] - ([R] - [0]) = [@ — R] — [0],
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where we have used the fact that the Abel-Jacobi map is a group homomorphism to get the
rightmost equality, which shows that D is in the image of the Abel-Jacobi map, which is
thus surjective.

To show injectivity we need to show that the kernel of the Abel-Jacobi map is trivial,
which amounts to showing that if D = > np[P] is a principal divisor, then > npP = 0.
As above, by applying (1) repeatedly we can obtain D ~ [Q] — [R]. By adding Gr g and
negating, we obtain the principal divisor [T'] — [0], where T'= @ — R.

We claim that 77 = 0, which implies @ = R and therefore > npP = 0 as desired.
Suppose not. Let ¢t € k(E)* be a function with divt = [T] — [0] (in fact no such functions
exist, we are supposing that [T'] — [0] is a principal divisor with 7" # 0 and this is going to
lead to a contradiction). For any f € k(E)* — k*, define

f= Tt - t@)e
Q

If f does not have a zero or pole at 0, then f and f have the same divisor and f is a rational
function of ¢. If f has a zero or pole at 0, we can replace f by ft=") which does not have
a zero or pole at 0, and we again find that f is a rational function of . Thus every function
in k(E) is a rational function of ¢, so k(E) = k(t). But k(t) ~ k(P!) and P! has genus 0
while E has genus 1, a contradiction, so S = 0 as claimed. O

23.4 The Weil pairing

In this section we define the Weil pairing for torsion points in Pic® C', where C' /k is a smooth
projective curve and k is an algebraically closed field. In the next section we will specialize
to elliptic curves and drop our assumption that k is algebraically closed.

Definition 23.18. Let C'/k be a smooth projective curve, and let f € k(C)*. For each
divisor D € Div C with support disjoint from divf we define

foy= [ r@)yr® ek,

Pesupp(D)
which satisfies f(Dy + Da) = f(D1)f(D2) for any Dy, Do with support disjoint from div f.

We are now ready to define the Weil pairing. In order to do so it will be convenient to
work with normalized functions. Recall that the kernel of the map div: k(C)* — Div C
consists of the constant functions, so the divisor of a function f € k(C)* determines f only
up to a scalar in £*. In order to pin down this scalar, let us fix a rational point 0 € C'(k),
the same point used to define the Abel-Jacobi map, and fix a uniformizer ug at 0. We may
then associate to each principal divisor D the unique f € k(C)* for which divf = D and

(up " F)(0) = 1.

and call this the normalized function f with divisor divf. The particular choice of the
point 0 and the uniformizer ug, does not matter, all that matters is that we scale all of our
normalized functions consistently. The constant function 1 is normalized, and products and
inverses of normalized functions are normalized, so if we restrict our attention to normalized
functions we get an isomorphism between the multiplicative subgroup of k(C)* consisting
of normalized functions and the group Princ C of principal divisors.
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Definition 23.19. Let n be a positive integer and let £ be an algebraically closed field
whose characteristic does not divide n. Let C/k be a smooth projective curve and let
D1, Dy be divisors with disjoint support representing n-torsion elements of Pic® C' (this
means D1, Dy € Div'C and nDi,nDy € PrincC). Let fi, fo € k(C)* be the unique
normalized functions for which nD; = divf; and nDy = div fo. We then define

o fl(DQ) X
= 1Dy ek”.

For each integer n, the map (D1, D3) — e, (D1, D) is called the Weil pairing.

en(Dl, Dg) :

The Weil pairing actually defines a map
en: (Pic? C)[n] x (Pic® C)[n] = pin,

where p,, denotes the group of nth roots of unity in £* (which we continue to assume is
algebraically closed). In order to prove this, we need the Weil reciprocity law.

Theorem 23.20. Let C/k be a smooth projective curve and let f,g € k(C)* be functions
whose divisors have disjoint support. Then

f(divg) = g(divf).
Proof. See 6, Ex.2.11]. O

Lemma 23.21. The value of the Weil pairing e, (D1, D2) € k™ depends only on the divisor
classes of D1 and Do and is an element of u, C k*.

Proof. Let g € k(C)* be any normalized function for which div g, Dy, D2 all have disjoint
support, and let f; and fo be the normalized functions with div f; = nD; and div fo = nDs.
Then f1¢™ is the normalized function for n(D; + divg), and we have

_ [i(D2)g"(Da) _ fi(D2)g" (D2
f2(D1+divg)  f2(D1) fa(divg

_ J1(D2)g"(Da) _ f1(D2)g" (D2
f2(D1)g(divfa)  fo(D1)g(nDa

_ NiD2)g"(D2) _ fi(D2) _ |

~ fo(D1)gM(D2)  fa(D1) (D1, D2).

If the supports of divg and D5 are disjoint, we similarly have e, (D1, Do+divg) = e, (D1, D3);
thus e, (D1, D2) depends only on the divisor classes of Dy and Ds. We also have

en(D1, Do)" = A(D2)" _ fi(nDs) _ fi(div) _

fo(D1)"  fa(nD1)  fo(divfi)
so en (D1, D2) € pp as claimed. O

6n(D1 + divg, DQ)

)

~— | — — | ~—

Theorem 23.22. Let n be a positive integer, let k be an algebraically closed field whose
characteristic does not divide n, and let C'/k be a smooth projective curve. Let Dy, Do, D3
denote divisors with disjoint support that represent n-torsion elements of Pic® C'. The Weil
pairing ey, : (Pic® C)[n] x (Pic® C)[n] — un satisfies:

e Bilinear: en(Dl + Ds, Dg) = €n(D1, Dg)en(Dg, Dg),‘
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e Alternating: e,(D1, D2) = en(D2, D1)7L.
Note that the two properties together imply that e, is bilinear in both variables.

Proof. For 1 =1,2,3 let f; be the normalized function with divf; = nD;. We then have

_ 1D3)fa(Ds) _
en(D1 + D2, D3) = Fo(DV) fa(Da) en(D1, D3)en(Da, D3),
e £1(D2) (D)
_Ji(D2) fo(Dh)
en(D1, DaJen(Dz, D) = fo(D1) f1(D2) b
so the alternating property holds. O

The Weil pairing has many other important properties that hold in general, but to
simplify their presentation (and proofs), we now specialize to the case of elliptic curves.

23.5 The Weil pairing on an elliptic curve

For an elliptic curve E/k, the isomorphism E — Pic’ E given by the Abel-Jacobi map
P — [P] — [0] allows us to view the Weil pairing as a map

en: E[n] x E[n] — pn,

defined on pairs of n-torsion points of E/k (for n prime to the characteristic of k). At first
glance it might appear that we have a problem, since for P,Q € E[n] the divisors [P] — [0]
and [@Q] — [0] do not have disjoint support, which we assumed in our definition of e,.

But note that we can always use (1) to translate these divisors them to linearly equivalent
divisors with disjoint support by picking some point T # 0,Q, —P,Q — P and replacing
[P] — [0] with the linearly equivalent divisor [P+ T'] — [T7; this does not change the element
of Pic® E represented by [P] — [0] nor does it change the value of the Weil pairing, by
Lemma 23.21.

For practical applications we want to be able to compute e, (P, Q) explicitly, and in a
computationally efficient manner. For this purpose we use the following sequence of functions
proposed by Miller [4].

Definition 23.23. Let E/k be an elliptic curve and let P € E(k). For each integer n we
recursively define the function f, p via

fop = fip =1, fa+1,p = fa,PGPnp, fenp = (farGnp—np) ",
where G p is as in Definition 23.16.

We assume that the line functions Lp g are all normalized (they will still be defined by
an equation for the line PQ); this implies that the functions Gpg are also normalized, as
are the functions f, p.

Lemma 23.24. The functions f, p satisfy the following properties:
(i) divfy,p =n[P] — (n—1)[0] — [nP];
(H) fm-i—n,P = fm,an,PGmP,nP;'

(it}) fon,p = fin pfamp = f3'p fmnp-
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Proof. For (i) we proceed by induction on n > 0. For n = 0,1 we have
divfop =0=0[P] - (0—1)[0] = [0P] and divfip=0=1[P]— (1-1)[0] —[1P],
and for n > 1 the inductive hypothesis yields

divfpy1 = divfy p + divGp,p
— n[P] — (n—1)[0] — [nP] + [P] + [nP] — [P+ nP] — [0]
=(n+1)[P—(n+1-1)[0] —[(n+1)P].

We then note that

divf_,p = —divf,p — Gnp_np
= —n[P] + (n — 1)[0] + [nP] — [nP] — [-nP] + [nP — nP] + [0]
— —n[P] = (=n — 1)[0] — [-nP].

which establishes (i) for all n € Z.
For (ii) we use (i) to compute

div fom, P frn,PGmpPnp = (m + n)[P] — (m 4+ n — 2)[0] — [mP] — [nP]
+ [mP] + [nP] — [mP + nP] — [0]
=(m+n)[P]—(m+n—1)[0] —[(m+n)P]

= dinm+n,P>

and since these are all normalized functions, (ii) follows.
For (iii) we use (i) to compute

div 2 pfamp = n(mlP] — (m — 1{0] — [mP]) + nfmP] — (n — 1[0] - [mnP]
= nm[P] — (nm — 1)[0] — [mnP]

= divfmn,P-

which establishes the first equality in (iii), since these are normalized functions. The second
equality is proved similarly. O

The key part of Lemma 23.24 is (ii), which allows us to efficiently compute f,, p using
a double-and-add approach, or any generic exponentiation algorithm, in O(logn) steps.
Lemma 23.24 allows us to reduce the computation of f,, p(Q) to computations of G,ppp(Q),
for various integers a and b. Computing G,ppp(Q) involves evaluating the line functions
Loppp and Lopyyp—(ap+bp) at Q. Assuming we know the coordinates of the points a P and
bP (which we will have computed in previous steps of an addition chain), this involves a
single application of the group law on £ to compute the coordinates of the pointaP + bP
which we can then negate to compute —(aP + bP) (for curves in short Weierstrass form,
this means negating the y-coordinate), followed by O(1) operations in k to evaluate the line
functions at @. Each group operation in E(k) involves just O(1) field operations, and we
thus obtain the following corollary,

Corollary 23.25. Let E/k be an elliptic curve and let n be a positive integer. For any
P,Q € E(k) we can evaluate fp, p(Q) using O(logn) field operations in k.
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The following lemma allows us to use the Miller functions to compute the Weil pairing.

Lemma 23.26. Let E/k be an elliptic curve, let n be a positive integer not divisible by the
characteristic of k, and let P,Q € E(k)[n]. For any point T ¢ {0,Q,—P,Q — P} on E we

have
~ fa(D) fap(Q —T))
en(PQ) = Jnp(=T) fnQ(P+T)

Proof. We have div Gpr = [P|+[T]—[P+T]—[0], so the divisors [P]—[0] and [P+T]—[T]
are linearly equivalent, and the hypotheses ensure that the divisors [P+ 7] —[T] and [Q]—[0]
have disjoint support. Let f; be the normalized function with divf; = n[P — T| — n[-T]
and let fo be the normalized function with divfy = n[Q] — n[0]. Let 7 € k(E)* denote
the translation morphism E — FE defined by R — R — T (so plug —T into the formula for
point addition on F, treating the coordinates of the other point as variables, to obtain the
coordinate functions of 7; note that 7 is a morphism of smooth projective curves but not
an isogeny of elliptic curves because it maps 0 to —7'). Composing f, p with 7 yields a
map E — P! corresponding to an element of k(E)* that we then normalize. Composition
with 7 shifts all the zeros and poles of f,, p by —T', which means that each point in the
corresponding divisor gets shifted by —7". Using part (i) of Lemma 23.24 we compute

div(fopor)=n[P—-T]—(n—1)[-T] — [nP —T]| =n[P —T] —n[-T] = divfi,
since nP = 0, and f, p o7 is normalized, so fi = f, p o7. We also have
div fo = Q] — (n — D[O] - [nQ] = n([Q] - [0]) = divfo,
since n@) = 0, and f,, ¢ is normalized, so f, o = f2. Thus by definition

o) (@) = [0) _ fur(@ = 1)/ fup(-T) _ fug(T)fnr(@ —T))
fa@PATI—1T) ~ fuoP+ D)/ fug@)  far(-D)fng(P+ 1)

Corollary 23.27. Let E/k be an elliptic curve with distinct points P,Q € E(k)[n|, where
n > 1 is prime to the characteristic of k. Then

en(P, Q)

Proof. See |4, Prop. §]. O

Warning 23.28. The factor (—1)" is sometimes inadvertently omitted from this formula
in the literature (|3, p. 387|, for example).

Note that the definition of f, p does not require £ to be algebraically closed, we just
need to work over a field where P is defined, in which case all the points in the support
of div f,, p will be closed points of degree 1 and everything we have done over algebraically
closed fields still applies. In particular, the lemma and the corollary imply that if P and @
are k-rational n-torsion points, then e, (P, @) is also k-rational.

When working with elliptic curves E/k with k not algebraically closed, for any integer n
not divisible by the characteristic of k, we define e, (P, Q) for arbitrary P,Q € E[n] by
simply working with the base-change of F to the field k(FE[n]), the minimal field over which
the n-torsion points of E are all defined (which is necessarily a Galois extension of k).

The following theorem gives a more complete list of the properties of the Weil pairing
than given in Theorem 23.22.
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Theorem 23.29. Let E/k be an elliptic curve and let m and n be positive integers prime
to the characteristic of k. The Weil pairing e,: E[n| x E[n] — u, satisfies the following
properties.

e Bilinear: en(P + Q, R) = en(P, R)en(Q, R) and e, (P,Q + R) = e, (P, Q)en (P, R);
e Alternating: e,(P,P) =1 and e, (P, Q) = e,(Q, P)~!;

e Non-degenerate: If P # 0 then e, (P, Q) # 1 for some Q € E[n];

o Compatibility: emn (P, Q) = en(mP,Q) for all P € E[mn| and Q € En|;

e Galois-equivariant: e,(P°,Q%) = e, (P,Q)° for all o € Gal(k/k);

e Endomorphisms: e,(a(P),a(Q)) = e (P, Q)8 for all a € End(E);

o Surjective: for each P € E[n] we have {e,(P,Q) : Q € E[n]} = u,, where r := |P]|.

Proof. We already proved the bilinearity and alternating properties in Theorem 23.22. For
non-degeneracy and compatibility, see |4, Prop. 7|, or [6, Prop. I11.8.1]. Galois equivariance
follows immediately from the explicit formula for e, (P, Q) given by Corollary 23.27: the
formulas for f, p and f, g are algebraic expressions that depend only on the coefficients of
E, which are fixed by o, and the points P and @, so f,, po(Q7) = fn,p(Q)7 and similarly,
fn,@o (P?) = fno(P)?. See [7, Thm. 11.7] for a proof of the endomorphism compatibility.

Surjectivity follows from non-degeneracy. Fix any P € E[n]. Bilinearity implies that
{en(P,Q) : Q € E[n]} is a subgroup i, of p,. For all Q € E[n] we have

1= en(P, Q)m = €n(mpa Q)a

so by non-degeneracy, mP = 0 and m is a multiple of |P|. On the other hand, if e, (P, Q)
has order m greater than e = |P| for any @, then e,(eP,Q) = €,(0,Q) # 1, which is a

contradiction, because e,(0,Q) = e, (0,Q)en(Q, Q) = en(Q +0,Q) = e,(Q, Q) = 1, by the
alternating property. O

Corollary 23.30. Let E/k be an elliptic curve and let n be a positive integer prime to the
characteristic of k. If E[n] C E(k) then p, C k*. In particular, if k = Q then E[n| C E(k)
can occur only for n <2, and if k = Fy then E[n] C E(k) can occur only if ¢ = 1 mod n.

Corollary 23.31. Let E/k be an elliptic curve and let P € E(k) be a point of order n prime
to the characteristic of k. For every Q € E[n] the order of e,(P,Q) in w, is the largest
integer m for which Elm] C (P,Q), equivalently, the least integer m for which mQ € (P).
In particular, e,(P,Q) =1 if and only if (P, Q) is cyclic.

Proof. Let us first suppose m = n, in which case (P,Q) = E[n|. By the surjectivity of
en: En] x E[n] = py, we have e, (P,aP + bQ) = ¢, for some a,b € Z, and

(n = en(P,aP 4 bQ) = en(P, P)%e, (P, Q)" = en(P, Q)"

(by the bilinear and alternating properties of e,), so e, (P, Q) generates p, = ((,) ~ Z/nZ
and must have order n.

In the general case we have m@) = aP with 0 < a < n. The order of aP = m() is at
most 7 :=n/m, so a is divisible by m, and if we put ¢ = —a/m then (rP,Q + c¢P) = E[m].
By the case we have already proved, e,,(rP, Q@ + cP) has order m, and therefore

en(P,Q) = en(P,Q)en(P, P)° = en(P,Q + c¢P) = emyr(P,Q + c¢P) = e (rP,Q + cP)

also has order m (the last equality follows from compatibility). O
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23.6 Applications of the Weil pairing

There are many applications of the Weil pairing, two of which you will have the opportunity
to explore on Problem Set 13. These include an efficient algorithm to compute the structure
of the group F(F,;), which was the original motivation of Miller’s work in [4], and a method
for transferring the discrete logarithm problem on an elliptic curve £/, to the multiplicative
group of an extension of F, containing p,,, where n is the cardinality of the subgroup of E(F,)
in which one wishes to compute a discrete logarithm. In most cases the minimal extension
of IF, containing p,, will be impractically large, but when this is not the case it may be easier
to solve the discrete logarithm problem in this extension of F, rather than in E(F,). The
degree of this minimal extension is known as the embedding degree, which we discuss in the
next section. For cryptographic applications that depend on the difficulty of the discrete
logarithm problem, it is important that the embedding degree is not too small. On the
other hand, if the embedding degree is not too large, one can then use pairings to efficiently
implement cryptographic protocols that would otherwise be impractical.

This brings us to the notion of pairing-based cryptography, a topic that we unfortunately
do not have time to address in any detail. But we will give one example to demonstrate its
utility: a one round tripartite Diffie-Hellman key exchange, due to Joux [3]. For the sake
of presentation we will describe it in terms of the Weil pairing, but in practice one uses the
more efficient Tate pairing defined in §23.8 below.

We assume that Alice, Bob, and Carol all know an elliptic curve E/F, and two in-
dependent n-torsion points P and @ in E[n]. They want to agree on a random secret,
and they would like to do this with a single round of messaging that does not require any
back-and-forth communication.

To begin the protocol, Alice, Bob, and Carol individually generate random integers a, b,
and ¢, respectively. Alice then sends Py := aP and Q4 := a@ to Bob and Carol, Bob sends
Pp :=bP and Qp := bQ to Alice and Carol, and Carol sends Po := c¢P and Q¢ := c@ to
Alice and Bob.

Alice then computes

en(Pp,Qc)” = en(bP,cQ)* = e, (P, Q)",

Bob computes
6n(PAa QC)b = €n(CLP, CQ)b = en(Pa Q)aCba

and Carol computes
en(Pa; Qp)° = en(aP,bQ)* = en(P, Q)"

The common value e, (P, Q)¢ € u, is now known to Alice, Bob, and Carol. If one assumes
that the discrete logarithm problem is hard, an eavesdropper cannot readily determine the
values of a, b, or ¢, and if one further assumes that the computational Diffie-Hellman problem
is hard, an eavesdropper cannot readily determine pu, either. The computational Diffie-
Hellman problem is to compute abP, given P, aP, and bP; this can clearly be solved
efficiently if one can compute discrete logarithms efficiently, but the converse is not known.

23.7 Embedding degree

For practical applications one typically applies Miller’s algorithm to n-torsion points of an
elliptic curve E/F,, where F; is a finite field and n is a prime dividing #E(F,;). While we
typically will not have E[n] C E(F,) (indeed, E(F,) will often be cyclic), we can always
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choose an n that divides #E(F,), in which case we at least have a cyclic subgroup of E[n] or
order n that lies in E(F,) (assuming n is prime). The remaining points in E[n] will then lie
in a finite extension of F,; as indicated in the previous section, the degree of this extension
is a key parameter.

Definition 23.32. Let E/K be an elliptic curve over a field K and let n be a positive
integer. The embedding degree of E' with respect to n is the degree of the minimal extension
L/K for which E[n| C E(L).

An easy lower bound on the embedding degree k arises from the fact that the Weil pairing
E[n] x E[n] — py is surjective. If E[n] C Fx then we must have p, C ]F;k. The group
IFqu is cyclic, so this is the same as requiring n to divide ¢* — 1, equivalently, ¢* = 1 mod n.
When E(F,) contains a cyclic group of order n, this necessary condition is also sufficient.

Lemma 23.33. Let E/F, be an elliptic curve, let n L q be a prime divisor of #E(F), and
let m,, denote the restriction of the Frobenius endomorphism mg to End(E|[n|) ~ GLo(Z/nZ).
Then either En] C E(F,) or E[n] ~ ker(m, — 1) @ ker(m, — q), and the embedding degree
of E with respect to n is the least integer k > 0 such that ¢® =1 mod n.

Proof. Lett = trmg, so that #E(F;) = g+1—t. Then t = g+1 mod n and the characteristic
polynomial of 7 satisfies 2° —tx +q =22 — (¢ + 1)z + ¢ = (v — 1)(z — ¢) mod n. It follows
that (7, — 1)(m, — ¢) = 0 in End(E[n]). If ¢ = 1 mod n then mg acts trivially on E[n] and
E[n] C E(F,); otherwise 7, € End(E[n]) ~ GL2(Z/nZ) can be diagonalized and E[n| can
be decomposed as the sum of the distinct eigenspaces ker(m, — 1) and ker(m,, — q) of m,.
As observed above, the embedding degree e necessarily satisfies ¢¢ = 1 mod n, since
fin € Fe, s0 e > k. On the other hand, for P € ker(m, — 1) we have P € E(F;) C E(F),
and for P € ker(m, — ¢) we have 7X(P) = ¢*(P) = P, in which case P is fixed by 7% and

n

lies in E(F ). It follows that E[n] C E(F ) and therefore e < k, so e = k as claimed. [

Lemma 23.33 gives us an easy way to compute the embedding degree k when n|#E(F,).
If we suppose E is chosen arbitrarily, we should expect ¢ to be roughly equidistributed
modulo n, and for must values of n this means it is likely that ¢ is a primitive root modulo n,
in which case we must have £ = n — 1 (assuming n is prime). This is bad news for practical
applications: if k =n — 1 it will take logy(#F ) = (n — 1) logy ¢ & nlogn bits just to write
down a typical n-torsion point, which is hopeless if n is of cryptographic size (say n ~ 2256),
since this will be more bits than there are atoms in the universe.

Practical applications of the Weil pairing are feasible only when k is small. It is possible
to have k as small as 1 or 2 when E is supersingular (see Problem Set 12), but this is
too small for cryptographic applications, as you will demonstrate on Problem Set 12, since
one can transfer the discrete logarithm problem in E(IF,) to the discrete logarithm problem
in quk. Ideally one wants k£ to be around 10 or 20 to balance the difficultly of the discrete
logarithm problems in E(F,) and F; for ¢ ~ 2256 using k = 12 yields #F) ~ 23072 in
which case the discrete logarithm problems have similar difficulty.

Elliptic curves with embedding degrees in this range are known as pairing friendly curves.
They are quite rare, far too rare to find by brute force search, but they can be constructed
using the CM method. See 2] for an extensive survey of methods to compute suitable
parameters ¢, n, k, D, where ¢ and n are cryptographic size primes, k is small, ¢* = 1 mod n,
and D is an imaginary quadratic discriminant with | D| small enough so that the CM method
can be used to construct an elliptic curve E/F, so that n divides #E(F,).
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23.8 Tate pairing

In most practical applications of pairings, rather than using the Weil pairing one instead
uses the Tate pairing, or variations thereof, which can be computed much more efficiently.

Definition 23.34. Let n > 2 be an integer and let E//F; be an elliptic curve over a finite
field with embedding degree k with respect to n. The (modified) Tate pairing is the map
tn: E[n] x Eln] — p, defined by

Fap(Q+ T)>(qk1)/n

tn(Pv Q) = ( me(T)

where T' € E[n] — {0, P, —Q, P — Q}.

The exponentiation by (¢¥ — 1)/n included in our definition of the Tate pairing means
that if P € F[n] we can actually compute t,(P, Q) using any @ € E(F); the value of of
tn(P, Q) depends only on the image of @ € E(F ) under the quotient map

E(Fqk) — E(Fqk)/nE(Fqk) ~ E[n],

and we can view Q) € E(F ) as representing a coset of nE(FF «) corresponding to an element
of Eln] (the Tate pairing is sometimes defined with this interpretation in mind).

Like the Weil pairing, the Tate pairing is a non-degenerate bilinear pairing that is sur-
jective and Galois-equivariant. Unlike the Weil pairing, the Tate pairing is not alternating,
and may have ¢, (P, P) # 1; this is an advantage in many practical applications, because it
means that the pairing may be non-trivial even when we restrict to points in a cyclic sub-
group of E[n], which is never true of the Weil pairing. Another advantage is that we only
need to compute one Miller function f, p, rather than the two Miller functions f, p and f, ¢
required by the Weil pairing, and in the typical case where n is a prime dividing #E(F,),
we can choose P € E(F,) to be rational, which greatly accelerates this computation.

In the practically interesting scenario where n L ¢ is a prime dividing #E(F;) and k£ > 1,
Lemma 23.33 gives us a natural decomposition of E[n]| ~ ker(m, — 1) ® ker(m,, — ¢q) into two
cyclic subgroups of order n, the first of which is just E(F,)[n]. In many applications (and in
many descriptions of the Tate pairing in the literature), one restricts the inputs of the Tate
pairing to P € ker(m, — 1) = E(Fy)[n] and Q € ker(m, — q) € E(F ).
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Lecture #24 05/17/2021

24 Modular forms and L-functions

As we will prove in the next lecture, Fermat’s Last Theorem is a corollary of the following
theorem for elliptic curves over Q [19, 20].

Theorem 24.1 (Taylor-Wiles). Ewvery semistable elliptic curve E/Q is modular.
In fact, as a result of subsequent work [4], we now have the following stronger result.
Theorem 24.2 (Breuil-Conrad-Diamond-Taylor). Every elliptic curve E/Q is modular.

In this lecture we will explain what it means for an elliptic curve over Q to be modular
(we will also define the term semistable).

This requires us to delve briefly into the theory of modular forms. Our goal in doing so
is simply to understand the definitions and the terminology; we will omit all but the most
straight-forward proofs.

24.1 Modular forms

Definition 24.3. A holomorphic function f: H — C is a weak modular form of weight k
for a congruence subgroup I' if

FOyr) = (er +d)* f(7)
for all v = (zg) erl.

Example 24.4. The j-function j(7) is a weak modular form of weight 0 for SLs(Z), and
J(NT) is a weak modular form of weight 0 for I'o(NV). For an example of a weak modular
form of positive weight, recall the Eisenstein series

Gu(r) = Gr([L 7)) = 3 !

m,neL (m + ’I’LT)k ’
(m,n)#(0,0)

which, for k£ > 3, is a weak modular form of weight k for SL2(Z). To see this, recall that
SLy(Z) is generated by the matrices S = (9 ') and T = (} 1), and note that

1 Tk
Gr(ST) = Gi(-1/7) = Z (m— o)k = Z (e =) T*G(7),
m,ne” T m,neZ
(m,n)#(0,0) (m,n)#(0,0)

Gp(TT)=Gp(t+1) =Gg(r) = 1kG(T).

If I' contains —1, than any weakly modular form f for I' must satisfy f(7) = (=1)*f(7),
since —I acts trivially and ¢t+d = —1; this implies that when —I € T" the only weak modular
form of odd weight is the zero function. We are specifically interested in the congruence
subgroup I'y(N), which contains —1I, so we will restrict our attention to modular forms of
even weight, but we should note that for other congruence subgroups such as I'; (V) that
do not contains —1 (for NV > 2) there are interesting modular forms of odd weight.

As we saw with modular functions (see Lecture 19), if I" is a congruence subgroup of

level N, meaning that it contains I'(V), then I contains the matrix TV = ({ 4), and every
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weak modular form f(7) for I' must satisfy f(7 + N) = f(7) for 7 € H, since for TV we
have (cr + d)* = 1% = 1. It follows that f(r) has a g-expansion of the form

f) =) Z ang" (q:=e*™).

n=—oo

We say that f is holomorphic at oo if f* is holomorphic at 0, equivalently, a,, = 0 for n < 0.
We say that f is holomorphic at the cusps if f(y7) is holomorphic at oo for all v € SLo(Z).
As with modular functions, we only need to check this condition at a (finite) set of cusp
representatives for I' (if f is holomorphic at a particular cusp in P'(Q) then it is necessarily
holomorphic at every I'-equivalent cusp). We should note that a weak modular form of
positive weight is not I'-invariant, so even when it is holomorphic on a cusp orbit, it may
take on different values at cusps in the same orbit (but if it vanishes at a particular cusp
then it vanishes at every I'-equivalent cusp; this is relevant to the cusp forms defined below).

Definition 24.5. A modular form f is a weak modular form that is holomorphic at the
cusps. Equivalently, f is a weak modular form that extends to a holomorphic function on
the extended upper half plane H* = HUP!(Q).

If T is a congruence subgroup that contains the matrix (1) then every modular form
for ' has a g¢-series expansion at oo (or any cusp) of the form

1) = F(@) = Y ang”

n>0

that contains only integer powers of ¢, regardless of the level V. This includes the congruence
subgroups I'g(N) and T';(N) of interest to us. The coefficients a, in the g-series for f are
also referred to as the Fourier coefficients of f.

The only modular forms of weight 0 are constant functions. This is the main motivation
for introducing the notion of weight, it allows us to generalize modular functions in an
interesting way, by strengthening their analytic properties (holomorphic on H*, not just
meromorphic) at the expense of weakening their congruence properties (modular forms of
positive weight are not I'-invariant due to the factor (er + d)¥).

The j-function is not a modular form, since it has a pole at oo, but the Eisenstein
functions G (7) are nonzero modular forms of weight k for SLy(Z) for all even k > 4. For
I' = SLy(Z) there is only one cusp to check and it suffices to note that

[e.e]

1 1
1m71'goo k( ) im(;?ioo mzn;Z (m + m‘)k — nk C( ) < 00,
(m,n)#(0,0)

(recall that the series converges absolutely, which justifies rearranging its terms).

Definition 24.6. A modular form is a cusp form if it vanishes at all the cusps. Equivalently,
its g-expansion at every cusp has constant coeflicient ag = 0

Example 24.7. For even k > 4 the Eisenstein series Gi(7) is not a cusp forms, but the
discriminant function

A(T) = ga()* — 27g3(7)?,
with go(7) = 60G4(7) and g3(7) = 140Ge(7), is a cusp form of weight 12 for SLa(Z); to see
that it vanishes oo, note that j(7) = g2(7)3/A(7) has a pole at oo and go(7) does not, so
A(7) must vanish (see the proof of Theorem 15.11).
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The set of modular forms of weight k& for I' is closed under addition and multiplication by
constants A € C and thus forms a C-vector space My (I") that contains the cusp forms Sy (I")
as a subspace. We also note that if f; € My, (T') and fo € My, (') then fifo € My, 41, (T),
but we will not use this fact.

Remarkably, the dimensions of the vector spaces M (I") and Si(T") are finite, and can be
explicitly computed in terms of invariants of the corresponding modular curve X (') = H*/T".

As in Problem Set 10, let v5(T") count the number of I'-inequivalent SLo(Z)-translates of
i fixed by some « € I" other than £ (elliptic points of period 2), and similarly define v3(T")
in terms of p = e2mi/3 (elliptic points of period 3). Let v denote the number of cusp orbits,
and let g(I") be the genus of X (I).

Theorem 24.8. Let I' be a congruence subgroup. For k = 0 we have dim My (T') = 1 and
dim Si(I") = 0. For any even integer k > 0 we have

dim My (T) = (k — 1)(g(T) — 1) + m vy + m Vs + gyoo,

and if k > 2 we also have

dim Sy(T) = (k — 1)(g(T) — 1) + m vy + V;J Vs + <§ - 1> Voo

For k = 2 we have dim Si(T") = ¢g(T).
Proof. See |6, Thm. 3.5.1] O

We are specifically interested in the vector space Sa(I'g(N)) of dimension g(I'g(N)).

Remark 24.9. Those who know a bit of algebraic geometry may suspect that there is a
relationship between the space of cusp forms S2(T'g(NV)) and the space of regular differentials
for the modular curve Xo(NV), since their dimensions coincide; this is indeed the case.

24.2 Hecke operators

In order to understand the relationship between modular forms and elliptic curves we want
to construct a canonical basis for So(I'g(NV)). To help with this, we now introduce the Hecke
operators T,, on My,(To(N)); these are linear operators that fix the subspace Si(Io(NV)).!

In order to motivate the definition of the Hecke operators on modular forms, we first
define them in terms of lattices, following the presentation in [13, VIL.5.1]. As in previous
lectures, a lattice (in C) is an additive subgroup of C that is a free Z-module of rank 2
containing an R-basis for C.

For each positive integer n, the Hecke operator 7T;, sends each lattice L = [w;,ws] to the
formal sum of its index-n sublattices.

T.L:= Y L. (1)
[L:L']=n

Here we are working in the free abelian group Div £ generated by the set £ of all lattices;
we extend T, linearly to an an endomorphism of Div £ (this means T, L := > T,L).
Another family of endomorphisms of Div L are the homethety operators R) defined by

Ry\L := AL, (2)

'One can define Hecke operators more generally on M (T'1(NV)), which contains My (To(N), but the
definition is more involved and not needed here.
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for any A € C*. This setup might seem overly abstract, but it allows one to easily prove
some essential properties of the Hecke operators that are applicable in many settings. When
defined in this generality the Hecke operators are also sometimes called correspondences.

Remark 24.10. Recall that if E/C is the elliptic curve isomorphic to the torus C/L, the
index-n sublattices of L correspond to n-isogenous elliptic curves. The fact that the Hecke
operators average over sublattices is related to the fact that the relationship between modular
forms and elliptic curves occurs at the level of isogeny classes.

Theorem 24.11. The operators T, and Ry satisfy the following:

(i) TnR)\ = R)\Tn and R)\R,u = R)\M'
(i1) Ton = T T, for allm L n.
(iii) Tyr41 =TTy — pTyr—1 Ry, for all primes p and integers r > 1.

Proof. (i) is clear, as is (ii) if we note that for m L n there is a bijection between index-mn
sublattices L” of L and pairs (L', L") with [L : L'} = n and [L’ : L”] = m. For (iii), the first
term on the RHS counts pairs (L, L") with [L : L'] = p and [L' : L"] = p", and the second
term corrects for over counting; see [13, Prop. VII.10] for details. O

Corollary 24.12. The subring of End(Div(L)) generated by {R,, T, : p prime} is commu-
tative and contains all the Hecke operators T,.

Proof. By recursively applying (iii) we can reduce any T, to a polynomial in 7}, and R,,
and any two such polynomials commute (since T}, and R, commute, by (i)). Moreover,
(i) and (ii) imply that for distinct primes p and ¢, polynomials in T}, R, commute with
polynomials in Tj, R,. Using (ii) and (iii) we can reduce any T}, to a product of polynomials
in Ty, R, for distinct primes p; and the corollary follows. O

Any function F': £ — C extends linearly to a function F': Div(£) — C to which we may
apply any operator T' € End(Div (L)), yielding a new function TF': Div(L£) — C defined by
TF: D w— F(T(D); restricting TF to £ C Div(L) then gives a function TF': £ — C that we
regard as the transform of our original function F' by T'. This allows us to apply the Hecke
operators T, and homethety operators Ry to any function that maps lattices to complex
numbers. We will work this out explicitly for the Hecke operators acting on modular forms
for SLa(Z) in the next section.

24.3 Hecke operators for modular forms of level one

We now define the action of the Hecke operators T, on My (SLa(Z) = M (T'o(1)). The case
My (To(N)) is analogous, but the details are more involved, so let us assume N =1 for the
sake of presentation and address N > 1 in remarks.

Let f: H — C be a modular form of weight k. We can view f(7) as a function on lattices
[1, 7], which we extend to arbitrary lattices L = [w1,ws] by defining

Flwi,wa]) o= flwg ' [1,wa/wi]) = wi® f([1,wz/wr)),

we assume wi and wy are ordered so that we/w; is in the upper half plane. Conversely, any
function F': £ — C on lattices induces a function 7 — F([1,7]) on the upper half plane.
Viewing our modular form f as a function £ — C, we can transform this function by any
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T € End(Div(L)) as described above, thereby obtaining a new function £ — C that induces

a function T'f: H — C on the upper half plane. In general the function T f need not be a

modular form, but for f € My(To(1)) it is (we will verify this in the cases of interest to us).
Motivated by the discussion above, for f € My (T'g(1)) we define

Raf(7) = fQ[L7]) = A" f(7),

which clearly lies in My (I'0(1)), and if f is a cusp form then so is Ry f.

We define T}, f similarly, but introduce a scaling factor of n*~! that simplifies the formulas
that follow. An easy generalization of Lemma 20.2 shows that for each integer n > 1, the
index n sublattices of [1, 7] are given by

{[d,m’—}-b] cad = n, O§b<d};

see [13, Lem. VIL5.2], for example. If we rescale by d~! to put them in the form [1,w], we
have w = (ar +b)/d. For f € M(I'o(1)) we thus define T, f as

_ _ +b
Tof(7) = Zf =n“zd’“f<md )

[[1,7]:L]=n ad=n,0<b<d

which is also clearly an element of My(T'o(1)), and if f is a cusp form, so is T,,f. It is
clear from the definition that T}, acts linearly, so it is a linear operator on the vector spaces
M (To(1)) and Sk(T'o(1)). Theorem 24.11 then yields the following corollary.

Corollary 24.13. The Hecke operators T, for My(To(1)) satisfy Tym = TmTn for m L n
and Tyriv = TprT), — pk_lTpr—l for p prime.

Proof. The first equality is clear; the second term on the RHS of the second equality arises
from the fact that pT,,,—1 R, f = pk_lTqu f. O

The corollary implies that we may restrict our attention to the Hecke operators 7T), for
p prime. Let us compute the the g-series expansion of Ty, f, where f(7) = > o7 ang" is a
cusp form of weight k for I'g(1). We have

Tpof(r)=p"" Y d*f <m;b>

ad=p
0<b<d

Lm0
=" )+ ) f (Tp >

b=0

p—1 oo

k 1 Z ane27rmp + p—l Z Z an ean (7+b)/p

b=0n=1
p—1 oo

Ic lzanqnp+p—lzza Clm n/p

b=0n=1

P lzan/pq +p~ 1Zan <Z<b“> g/

n=1 b=0

_Z <anp+p 1an/p> q",
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where ¢, = e2™/P and ay/p is defined to be 0 when p { n. This calculation yields the
following theorem and corollary, in which we use a,(f) to denote the coefficient of ¢ in the
g-expansion of f.

Theorem 24.14. For any f € Si(I'o(1)) and prime p we have

anp(f) if ptn,

anp(f) +pk71an/p(f) ifp ’ n.

Corollary 24.15. For any modular form f € Sk(To(1)) and integers m L n we have
am (T f) = amn(f); in particular, a1 (T f) = an(f).

Proof. The corollary follows immediately from Theorem 24.14 for n prime. For composite n
(and any m L n), we proceed by induction on n. If n = ed with ¢ L d both greater than 1,
then by Theorem 24.14 and the inductive hypothesis we have

am(Tnf) = am(TeTaf) = ame(Taf) = amed = amn.
For n = p"t!, applying Theorem 24.14, Corollary 24.13, and the inductive hypothesis yields
am(Tyr+1 f) = am(Ty Ty f) — pk_lam(TpT—l f)
= @iy (Tpf) = D"ty 1 (f)
= 1 (F) + 05 a1 (F) = 0" a1 (f)
= amn(f),
as desired. O

an(Tpf> = {

Remark 24.16. All the results in this section hold for f € Si(To(V)) if we restrict to Hecke
operators T, with n L N, which is all that we require, and the key result a1 (7, f) = an(f)
holds in general. For p|N the definition of T, (and 7;, for p|n) needs to change and the
formulas in Corollary 24.13 and Theorem 24.14 must be modified. The definition of the
Hecke operators is more complicated (in particular, it depends on the level N), but some of
the formulas are actually simpler (for example, for p|N we have T,r = T, ).

24.4 Eigenforms for the Hecke operators

The Hecke operators T, defined in the previous section form an infinite family of linear
operators on the vector space Si(I'g(1). We are interested in the elements f € Si(I'0(1))
that are simultaneous eigenvectors for all the Hecke operators; this means that for every
n > 1 we have T, f = A\, f for some eigenvalue A, € C* of T),,. When such an f also satisfies
a1(f) = 1, we call it a (normalized) eigenform. It is not immediately obvious that such f
exist, but we will prove that they do, and that they provide a canonical basis for Si(I'g(1)).

Given an eigenform f, we can read off the corresponding Hecke eigenvalues A, from its
g-expansion f = > anq": if T,,f = A\, f then we must have

An = Apa1 = al(Tnf) = an(f) = Qn,
by Corollary 24.15. Corollary 24.13 implies that the a,, then satisfy

Umn = Gman (m 1 n)7 (3)

k—1 .
Apr = QpGyr—1 —P° Gyr—2 (p prime).

In particular, the coefficients a,, are completely determined by the values a, at primes p.
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Remark 24.17. For k = 2 the recurrence for a, should look familiar: it is the same
recurrence satisfied by the Frobenius traces apr := p" + 1 — #E(F,r) of an elliptic curve
E/F,, as shown in Problem Set 7.

Our goal in this section is to construct a basis of eigenforms for Si(I'g(1)), and prove
that it is unique. In order to do so, we need to introduce the Petersson inner product, which
defines a Hermitian form on the C-vector spaces Si(I') (for any congruence subgroup I').
Recall that for v = (2 %) € SLy(Z), we have im~y7 = im 7/|c7+d|?, thus for any f, g € Sy(I')
we have

: k
FOmgGmiman)* = (er + dF f() (o7 + d)g(r) (|de) = J()g(m)(im )"

The function f(7)g(7)(im7)¥ is thus T-invariant. If we parameterize the upper half-plane
H with real parameters x = ret and y = im, so 7 = x + 1y, it is straight-forward to check

that the measure ded
xray
(U) S

is SLo(Z)-invariant (hence I'-invariant), that is, u(yU) = p(U) for all measurable sets U C H.
This motivates the following definition.

Definition 24.18. The Petersson inner product on Si(T') is defined by

(f.g) = /f F(r)a(r)y*2dudy, (4)

where the integral ranges over points 7 = x + yi in a fundamental region F C H for I". It
is easy to check that (f,g) is a positive definite Hermitian form: it is bilinear in f and g,
it satisfies (f,g) = (g, f), and (f, f) > 0 with equality only when f = 0. It thus defines an
inner product on the C-vector space Si(I).

One can show that the Hecke operators for Si(I'g(1)) are self-adjoint with respect to
the Petersson inner product, that is, they satisfy (f,T,g) = (Tn.f,g). The T,, are thus
Hermitian (normal) operators, and we know from Corollary 24.13 that they all commute
with each other. This makes it possible to apply the following form of the Spectral Theorem.

Lemma 24.19. Let V be a finite-dimensional C-vector space equipped with a positive definite
Hermitian form, and let aq,ao, ... be a sequence of commuting Hermitian operators. Then
V =@, Vi, where each V; is an eigenspace of every ou,.

Proof. The matrix for «; is Hermitian, therefore diagonalizable,? so we can decompose V
as a direct sum of eigenspaces for aq, writing V' = €, V'(\;), where the \; are the distinct
eigenvalues of a;. Because «; and ay commute, ap must fix each subspace V()\;), since
for each v € V()\;) we have ajasv = asa1v = as\jv = \jagv, and therefore asv is an
eigenvector for ay with eigenvalue \;, so apv € V();). Thus we can decompose each V(\;)
as a direct sum of eigenspaces for aip, and may continue in this fashion for all the «;,,. [

By Lemma 24.19, we may decompose S;(I'o(1)) = @, V; as a direct sum of eigenspaces
for the Hecke operators T,. Let f(7) = >_ a,q"™ be a nonzero element of V;. We then have
a1(Tnf) = ay, by Corollary 24.13, and also T}, f = A, f, for some eigenvalue \,, of T,, which

2This fact is also sometimes called the Spectral Theorem and proved in most linear algebra courses.
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is determined by V;, so a, = Apay1. This implies a; # 0, since otherwise f = 0, and if we
normalize f so that a; =1 (which we can do, since f is nonzero and V; is a C-vector space),
we then have a, = A\, for all n > 1, and f completely determined by the sequence of Hecke
eigenvalues A\, for V;. It follows that every element of V; is a multiple of f, so dimV; =1
and the eigenforms in Si(I'o(1)) form a basis.

Theorem 24.20. The space of cusp forms Sp(To(1)) is a direct sum of one-dimensional
eigenspaces for the Hecke operators T, and has a unique basis of eigenforms f(17) = > anq”,
where each a, is the eigenvalue of T;, on the one-dimensional subspace spanned by f.

The analog of Theorem 24.20 fails for Si(I'o(N)) for two reasons, both of which are
readily addressed. First, as in Remark 24.16, we need to restrict our attention to the Hecke
operators T, with n L N (when n and N have a common factor 7,, is not necessarily a
Hermitian operator with respect to the Petersson inner product). We can then proceed as
above to decompose Si(I'g(IV)) into eigenspaces for the Hecke operators T,, with n L N. We
then encounter the second issue, which is that these eigenspaces need not be one-dimensional.
In order to obtain a decomposition into one-dimensional eigenspaces we must restrict our
attention to a particular subspace of Si(T'o(N)).

Note that for any M|N the space Sk(I'o(M) is a subspace of Si(I'o(N)) (since I'o(M)-
invariance implies I'g(V)-invariance for M|N). We say that a cusp form f € Si(To(V)) is
old if it also lies in the subspace Si(I'o(M)) for some M properly dividing N. The oldforms
in Si(To(NV)) generate a subspace S214(To(N)), and we define S2°(I'g(IV)) as the orthogonal
complement of SP4(I'y(N)) in Sk(IO(N) (with respect to the Petersson inner product), so
that

Sk(Do(N)) = SP(To(IV)) @ SE (To(N),

and we call the eigenforms in S;°V(I'g(N)) newforms (normalized so a; = 1). One can show
that the Hecke operators T, with n L N preserve both S¢14(I'g(IV)) and SPe%(To(N)). If we
then decompose SpV(I'g(IN)) into eigenspaces with respect to these operators, the resulting
eigenspaces are all one-dimensional, moreover, each is actually generated by an eigenform (a
simultaneous eigenvector for all the T}, not just those with n L N that we used to obtain
the decomposition); this is a famous result of Atkin and Lehner [3, Thm. 5|. Note that
Spe¥(To(1)) = Sk(T'o(1)), and we thus have the following generalization of Theorem 24.20.

Theorem 24.21. The space SpV(I'o(N)) is a direct sum of one-dimensional eigenspaces for
the Hecke operators T,, and has a unique basis of newforms f(1) = > anq™, where each ay,
1s the eigenvalue of T,, on the one-dimensional subspace spanned by f.

24.5 The L-function of a modular form

Our interest in cusp forms is that each has an associated L-function, which is defined in
terms of a particular Dirichlet series.

Definition 24.22. A Dirichlet series is a series of the form

L(s) = Zannfs,

where the a, are complex numbers and s is a complex variable. Provided the a, satisfy
a polynomial growth bound of the form |a,| = O(n?) (as n — o0), then the series L(s)
converges locally uniformly in the right half plane Re(s) > 1 4 o and defines a holomorphic
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function in this region (which may extend to a holomorphic or meromorphic function on a
larger region).

Example 24.23. The most famous Dirichlet series is the Riemann zeta function

()= n*
n=1

which converges locally uniformly to a holomorphic function on re(s) > 1. It has three
properties worth noting:

e analytic continuation: ((s) extends to a meromorphic function on C (with a simple
pole at s = 1 and no other poles);

e functional equation: the completed zeta function® ((s) = 7w~ 5/2I'(s/2)((s) satisfies

~

{(s) = {(1—s);

e Euler product: we can write ((s) as a product over primes (for re(s) > 1) via

s)=JJa-p ) ' =]JA+p*+p > +...)=) n"
n=1

p p

Definition 24.24. The L-function (or L-series) of a cusp form f(r) = Y 7, anq™ of
weight k is the complex function defined by the Dirichlet series

L(f,s) = i anpn”?,
n=1

which converges locally uniformly to a holomorphic function on re(s) > 1 + k/2.

Theorem 24.25 (Hecke). Let f € Sp(T'o(N)). The L-function L(f,s) extends analytically
to a holomorphic function on C, and the normalized L-function

Ly(s) = N*/2@m)"T(s)L(f, s).
satisfies the functional equation
ﬂf(s) = :i:f/f(k — S).

Remark 24.26. There are more explicit versions of this theorem that also determine the
sign in the functional equation above.

For newforms we also get an Euler product.

Theorem 24.27. Let f € SpV(I'g(N)). The L-function L(f,s) has the Euler product

L(f,s) =Y ann™ = [[(1 = app™* + x(p)p*'p>) 7", (5)
n=1

P
where x(p) = 0 for p|N and x(p) = 1 otherwise.

The function x in Theorem 24.27 is the principal Dirichlet character of conductor NV,
a periodic function Z — C supported on (Z/NZ)* that defines a group homomorphism
(Z/NZ)* — C (the adjective “principal” indicates that the homomorphism is trivial).

3Here I'(s) := I e~'t*~'dt is Euler’s gamma function.
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24.6 The L-function of an elliptic curve

What does all this have to do with elliptic curves? Like eigenforms, elliptic curves over Q
also have an L-function with an Euler product. In fact, with elliptic curves, we use the Euler
product to define the L-function.

Definition 24.28. The L-function of an elliptic curve E/Q is given by the Euler product
s _ _og\—1
L(E,s) =[] Lor™) " =] (1 = app™ + x(p)pp™) ", (6)
P P

where x(p) is 0 if F has bad reduction at p, and 1 otherwise.* For primes p where E has
good reduction (all but finitely many), a, := p + 1 — #E,(F,) is the trace of Frobenius,
where E, denotes the reduction of E modulo p. Equivalently, L,(T") is the numerator of the
zeta function

2B T) = ex0 (Z #Eﬂm) ey
n=1

that appeared in the special case of the Weil conjectures that you proved in Problem Set 7.
For primes p where E has bad reduction, the polynomial L,(T") is defined by

1 if F has additive reduction at p.
Ly(T)=q1—T if E has split mulitiplicative reduction at p.
1+ 7T if FE has non-split multiplicative reduction at p.

according to the type of bad reduction E that has at p, as explained in the next section.
This means that a, € {0, £1} at bad primes.

The L-function L(E, s)(s) converges to a holomorphic function on re(s) > 3/2.

24.7 The reduction type of an elliptic curve

When computing L(E, s)(s), it is important to use a minimal Weierstrass equation for E,
one that has good reduction at as many primes as possible. To see why this is necessary,
note that if > = 23+ Az + B is a Weierstrass equation for F, then, up to isomorphism, so is
y? +u*Ax 4+ uSB, for any integer u, and this equation will have bad reduction at all primes
plu. Moreover, even though the equation y? = 2® + Az + B always has bad reduction at 2,
there may be an equation for F in general Weierstrass form that has good reduction at 2.
For example, the elliptic curve defined by y? = z2 + 16 is isomorphic to the elliptic curve
defined by y? +y = x3 (replace x by 4z, divide by 64, and then replace y by y 4 1/2), which
does have good reduction at 2.

Definition 24.29. Let E/Q be an elliptic curve. A (global) minimal model for E is an
integral Weierstrass equation

y2 + ar1xy + azy = 3+ a2x2 + aqx + ag,

with a1, a9, as,a4,as € Z that defines an elliptic curve that isomorphic to £ and whose
discriminant A, (E) divides the discriminant of every integral Weierstrass equation for E.

4As explained in §24.7, this assumes we are using a minimal Weierstrass equation for E.
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It is not immediately obvious that minimal models necessarily exist, but for elliptic
curves over Q this is so; see [14, Prop. VII.1.3].> One can construct a minimal model in
Sage using E.minimal_model (); see [9] for an explicit algorithm.

We now address the three types of bad reduction. To simplify the presentation, we will
ignore the prime 2, but the three cases described below also occur at 2. For any odd prime p
of bad reduction we can represent the singular curve E,/F, by an equation of the form
y?> = f(x), for some cubic f € F,[z] that has a repeated root r. The repeated root r is
necessarily rational, and by replacing = with o —r we can assume r = 0, so y? = 3 4 ax? for
some a € [F,. The projective curve y?2 = 2% + a2z has exactly one singular point (0:0: 1)
and is smooth elsewhere (including the point (0:1:0) at infinity).

If we exclude the singular point (0 : 0 : 1), the standard formulas for the group law on
E,(Fp) still make sense, and the set

EpS(Fy) = Ep(Fy) — {(0:0: 1)}

of non-singular points of E,(F,) is closed under the group operation.® Thus E(Fy) is a
finite abelian group. We now define

ap = p — #E(Fy).

This is analogous to the good reduction case in which a, = p + 1 — #E,(F,); we have
removed the (necessarily rational) singular point, so we reduce a, by one.

There are two cases to consider, depending on whether f(x) has a double or triple root
at 0; these two cases give rise to three possibilities for the group E;S(Fp).

e Case 1: triple root (y? = 2?)

We have the projective curve zy? = 3. After removing the singular point (0: 0 : 1),
every other projective point has non-zero y coordinate, so we can fix y = 1, and work
with the affine curve z = x3. There are p-solutions to this equation (including z = 0
and z = 0, which corresponds to the projective point (0 : 1 : 0) at infinity. It follows
that E;‘S(Fp) is a cyclic group of order p, which is necessarily isomorphic to the additive
group of F,,; see [16, §2.10] for an explicit isomorphism. In this case we have a, = 0
and say that E has additive reduction at p.

e Case 2: double root (y* = 2% + az?, a # 0).

We have the projective curve zy? = 23 4ax?z, and the point (0 : 1 : 0) at infinity is the
only non-singular point on the curve whose x or z coordinate is zero. Excluding the
point at infinity for the moment, let us divide both sides by z2, introduce the variable
t = y/z, and fix z = 1. This yields the affine curve t*> = z + a, and the number of

5For an elliptic curve E over a number field K one defines Anin(E) as the Ogx-ideal generated by the
discriminants of all integral models for E (with a1, a2, as, as, a6 € Ok); if the class number of Ok is greater
than one this ideal need not be a principal ideal, in which case E cannot have a minimal model over K.

5To this geometrically, note that any line in P? intersecting a plane cubic in two non-singular points
cannot also intersect it in a singular point; when we count intersections with multiplicity the total must be
three, by Bezout’s theorem, but singular points contribute multiplicity greater than one.
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points with = # 0 is

where <%> is the Kronecker symbol. If we now add the point at infinity into our total

we get p — (%), soap =p—(p— (%)) = (%) = 41. In this case we say that F has
multiplicative reduction at p, and distinguish the cases a, = 1 and a, = —1 as split and
non-split respectively. One can show that in the split case E;‘S(IFP) is isomorphic to the
multiplicative group IF‘;, and in the non-split case it is isomorphic to the multiplicative

subgroup of Fj2 = F[z]/(2? — a) consisting of the norm 1 elements; see [16, §2.10].

To sum up, there are three possibilities for a, = p — #E°(F,):

0 additive reduction,
ap = ¢ +1 split multiplicative reduction,
-1 non-split multiplicative reduction.

It can happen that the reduction type of E changes when we consider E as an elliptic
curve over a finite extension K /Q (in which case we are then talking about reduction modulo
primes p of K lying above p). It turns out that this can only happen when E has additive
reduction at p, which leads to the following definition.

Definition 24.30. An elliptic curve E//Q is semi-stable if it does not have additive reduction
at any prime.

As we shall see in the next lecture, for the purposes of proving Fermat’s Last Theorem,
we can restrict our attention to semi-stable elliptic curves.

24.8 L-functions of elliptic curves versus L-functions of modular forms

Although we defined the L-function of an elliptic curve using an Euler product, we can
always expand this product ot obtain a Dirichlet series

L(E,s)(s) = [T (1 = app™ + x(0)pp™>) " =Y awn™.
p n=1

We now observe that the integer coefficients a,, in the Dirichlet series for L(FE, s)(s) satisfy
the recurrence relations listed in (3) for an eigenform of weight £ = 2. We have a; = 1,
Umn = amay for m L n, and a1 = apapyr — pay—1 for all primes p of good reduction, as
you proved on Problem Set 7. For the primes of bad reduction we have a, € {0, £1} and it
easy to check that a,r = aj,, which applies to the coefficients of an eigenform in SP"(T'o(V))
when p|N (see Remark 24.16).
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So it now makes sense to ask, given an elliptic curve £/Q, is there a modular form f for
which L(E, s)(s) = L(f,s)? Or, to put it more simply, let L(E,s)(s) = Y oo a,n~°, and
define

fE(T) _ Zanqn (q — eQm’T)
n=1

Our question then becomes: is fg(7) a modular form?

It’s clear from the recurrence relation for a,- that if fg(7) is a modular form, then it
must be a modular form of weight 2; but there are additional constraints. For k& = 2 the
equations (5) and (6) both give the Euler product

_ _9g\ —1
[T =amw™ +xper~) ",
P

and it is essential that x(p) is the same in both cases. For newforms f € SpV(I'o(NN)) we
have x(p) = 0 for primes p|N, while for elliptic curves E/Q we have x(p) = 0 for primes
P|Amin(E). No elliptic curve over Q has good reduction at every prime, so we cannot use
eigenforms of level 1, we need to consider newforms of some level N > 1.

This suggests we take N to be the product of the prime divisors of A, (E), but note
that any N with the same set of prime divisors would have the same property, so this doesn’t
uniquely determine N. For semi-stable elliptic curves, it turns out that taking the product
of the prime divisors of Apin(E) is the correct choice, and this is all we need for the proof
of Fermat’s Last Theorem.

Definition 24.31. Let E/Q be a semi-stable elliptic curve with minimal discriminant
Apnin(E). The conductor Ng of E is the product of the prime divisors of Ay (F).

In general, the conductor Ng of an elliptic curve E/Q is always divisible by the product
of the primes p|Apin(E), and Ng is squarefree if and only if E is semi-stable. For primes
p where E has multiplicative reduction (split or non-split) p|Ng but p? { Ng, and when E
has additive reduction at p then p?|Ng and if p > 3 then p3 { Ng. The primes 2 and 3
require special treatment (as usual): the maximal power of 2 dividing Ng may be as large
as 28, and the maximal power of 3 dividing Ng may be as large as 3°, see [15, IV.10] for the
details, which are slightly technical.

We can now say precisely what it means for an elliptic curve over Q to be modular.

Definition 24.32. An elliptic curve E/Q is modular if fg is a modular form.

If £/Q is modular, the modular form fg is necessarily a newform in S5V (I'g(Ng)) with
an integral g-expansion; this follows from the Eichler-Shimura Theorem (see Theorem 24.37).

Theorem 24.33 (Modularity Theorem). Every elliptic curve E/Q is modular.
Proof. This is proved in [4], which extends the results in [19, 20] to all elliptic curve E/Q. O

Prior to its proof, the conjecture that every elliptic curve E/Q is modular was variously
known as the Shimura-Taniyama-Weil conjecture, the Taniyama-Shimura-Weil conjecture,
the Taniyama-Shimura conjecture, the Shimura-Taniyama conjecture, the Taniyama-Weil
conjecture, or the Modularity Conjecture, depending on the author. Thankfully, everyone
is now happy to call it the Modularity Theorem!
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24.9 BSD and the parity conjecture

When F is modular, the L-function of F if necessarily the L-function of a modular form, and
this implies that L(E, s)(s) has an analytic continuation and satisfies a functional equation,
since this holds for the L-function of a modular form, by Theorem 24.25. Prior to the proof
of the modularity theorem, this was an open question known as the Hasse-Weil conjecture;
we record it here as a corollary to the Modularity Theorem.

Corollary 24.34. Let E be an elliptic curve over Q. Then L(E,s)(s) has an analytic
continuation to a holomorphic function on C, and the normalized L-function

Li(s) == Ni/2(2m)~*T(s)L(E, s)(s)

satisfies the functional equation

LE(S) = 'LUEEE(Q — 8),
where wg = £1.

The sign wg in the functional equation is called the root number of E. If wg = —1 then
the functional equation implies that Lg(s), and therefore L(E,s)(s), has a zero at s = 1;
in fact it is easy to show that wg = 1 if and only if L(E, s)(s) has a zero of even order at
s =1

The conjecture of Birch and Swinnerton-Dyer (BSD) relates the order of vanishing of
L(E,s)(s) at s =1 to the rank of E(Q). Recall that

E(Q) &~ E(Q)tor X Zra
where E(Q)to; denotes the torsion subgroup of E(Q) and r is the rank of E.

Conjecture 24.35 (Weak BSD). Let E/Q be an elliptic curve of rank r. Then L(E,s)(s)
has a zero of order r at s = 1.

The strong version of the BSD conjecture makes a more precise statement that expresses the
leading coefficient of the Taylor expansion of L(E, s)(s) at s = 1 in terms of various invariants
of E. A proof of even the weak form of the BSD conjecture is enough to claim the Millennium
Prize offered by the Clay Mathematics Institute. There is also the Parity Conjecture, which
simply relates the root number wg in the functional equation for L(E, s)(s) to the parity of
r as implied by the BSD conjecture.

Conjecture 24.36 (Parity Conjecture). Let E/Q be an elliptic curve of rank r. Then the

root number is given by wg = (—1)".

24.10 Modular elliptic curves

The relationship between elliptic curves and modular forms is remarkable and not at all
obvious. It is reasonable to ask why people believed the modular conjecture in the first
place. Probably the most compelling reason is that every newform of weight 2 with an
integral g-series gives rise to an elliptic curve F/Q.

Theorem 24.37 (Eichler-Shimura, Carayol). Let f = " anq" € S5V (T'o(N)) be a newform
with a, € Z. There exists an elliptic curve E/Q of conductor N for which frp = f.
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See [10, V.6] and for an overview of how to construct the elliptic curve given by the theorem,
which was known long before the modularity theorem was proved.” For a more detailed (but
still very accessible) exposition, see [12].

The elliptic curve EF whose existence is guaranteed by the Eichler-Shimura theorem is
determined only up to isogeny.® This is due to the fact that isogenous elliptic curves F
and E’ over Q necessarily have the same L-function, which implies fg = fg. If E and E’
are isogenous over Q then the there reductions modulo any prime p where they both have
good reduction are necessarily isogenous, and as you showed on Problem Set 7, they must
have the same trace of Frobenius ap; it turns out that in fact £ and E’ must have the same
reduction type at every prime so their L-function are actually identical. The converse also
holds; in fact, something even stronger is true; this follows from work begun by Tate and
completed by Faltings in 1983 [7]; see [10, Thm. V.4.1] for further details.

Theorem 24.38 (Faltings-Tate). Let E and E' be elliptic curves over Q with L-function
L(E,s)(s) = > ayn™ and L(E',s) = Y a,n~°, respectively. If a, = a;, for sufficiently
many primes p of good reduction for E and E', then E and E’ are isogenous.

What “sufficiently many” means depends on E and E’, but it is a finite number. In
particular, all but finitely many is always enough, which is all we need for the next lecture.

Corollary 24.39. Elliptic curves E, E'/Q are isogenous if and only if L(E, s)(s) = L(E', s),
equivalently, if and only if E, and Ez/v are isogenous modulo sufficiently many good primes p.

The fact that isogenous elliptic curves have the same L-functions while distinct newforms
have distinct L-functions means that the correspondence between elliptic curves and weight-
2 newforms with a,, € Z is many-to-one, not one-to-one; there can be up to 8 isomorphism
classes of elliptic curves E//Q in the same isogeny class (but no more than 8, this is a result
of Kenku [8]). But the modularity theorem implies that there is a one-to-one correspondence
between isogeny classes of elliptic curves over Q and weight-2 newforms with a,, € Z.

For any given value of N, one can effectively enumerate the newforms in S5V (I'g(N))
with integral g-expansions; this is a finite list. It is also possible (but not easy)” to determine
the isogeny classes of all elliptic curves of a given conductor N for suitable values of N,
without assuming these elliptic curves are modular; this is also a finite list. When this was
done for many small values of N, it was found that the two lists always matched perfectly.
It was this matching that made the modularity conjecture truly compelling. Much of this
matching was done before Theorems 24.37 and 24.38 had been completely proved, but they
were both conjectured (and partially proved) much earlier.
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25 Fermat’s Last Theorem

In this final lecture we give an overview of the proof of Fermat’s Last Theorem. Our goal is
to explain what Andrew Wiles [21], with the assistance of Richard Taylor [19], proved, and
why it implies Fermat’s Last Theorem. This implication is a consequence of earlier work by
several mathematicians, including Richard Frey, Jean-Pierre Serre, and Ken Ribet. We will
say very little about the details of Wiles’ proof, which are beyond the scope of this course,
but we will provide references for those who wish to learn more.

25.1 Fermat’s Last Theorem

In 1637, Pierre de Fermat famously wrote in the margin of a copy of Diophantus’ Arithmetica
that the equation

has no integer solutions with zyz # 0 and n > 2, and claimed to have a remarkable proof
of this fact. As with most of Fermat’s work, he never published this claim (mathematics
was a hobby for Fermat, he was a lawyer by trade). Fermat’s marginal comment was
apparently discovered only after his death, when his son Samuel was preparing to publish
Fermat’s mathematical correspondence, but it soon became well known and is included as
commentary in later printings of Arithmetica.

Fermat did prove the case n = 4, using a descent argument. It then suffices to consider
only cases where n is an odd prime, since if p|n and (z9, yo, z0) is a solution to z" +y"™ = 2",
then (:Ug/p,yg/p,zg/p) is a solution to zP + yP = 2P.

A brief chronology of the progress made toward proving Fermat’s Last Theorem prior to
Wiles” work is listed below below.

1637 Fermat makes his conjecture and proves it for n = 4.

1753 Euler proves FLT for n = 3 (his proof has a fixable error).

1800s Sophie Germain proves FLT for n t zyz for all n < 100.

1825 Dirichlet and Legendre complete the proof for n = 5.

1839 Lamé addresses n = 7.

1847 Kummer proves FLT for all primes n t h(Q(¢,)), called regular primes.
This leaves 37, 59, and 67 as the only open cases for n < 100.

1857 Kummer addresses 37, 59, and 67, but his proof has gaps.

1926 Vandiver fills the gaps and addresses all irregular primes n < 157.

1937 Vandiver and assistants handle all irregular primes n < 607.

1954 Lehmer, Lehmer, and Vandiver introduce techniques better suited to

mechanical computation and use a computer to address all n < 2521.
1954-1993 Computers verify FLT for all n < 4,000, 000.

All of the results above are based on work in algebraic number theory, none of it uses
elliptic curves.! The first person to suggest a connection between elliptic curves and Fermat’s
Last Theorem was Yves Hellegouarch. In his 1972 doctoral thesis [7], Hellegouarch associates

"Work in this direction continued even after FLT was proved. We now know that the Kummer-Vandiver
conjecture p { h(Q(¢p)™) holds for p < 23 [6]. This conjecture is a key ingredient to approaches to proving
FLT using algebraic number theory (in particular, the theory of cyclotomic fields); see [20, Ch. 9] for details.
We still do not know if the Kummer-Vandiver conjecture is true or not (but we do know FLT is true).
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to any non-trivial solution (a, b, ¢) of 2P 4+ yP = 2P, with p an odd prime, the elliptic curve
Eape:  y° =z(x—aP)(z +bP).

Without loss of generality we assume ged(a,b,¢) = 1, which implies that a,b, ¢ must be
pairwise relatively prime, and that a = 3 mod 4 and b = 0 mod 2 (we can always swap a
and b and/or multiply both sides by —1 in order to achieve this). Proving Fermat’s Last
Theorem then amounts to showing that no such elliptic curve E, . can exist.

Hellegouarch did not make much progress with this, but in 1984 Gerhard Frey suggested
that the elliptic curve E, 4 ., if it existed, could not possibly be modular [5]. Shortly there-
after, Jean-Pierre Serre [15] reduced Frey’s conjecture to a much more precise statement
about modular forms and Galois representations, known as the epsilon conjecture, which
was proved by Ken Ribet a few years later [13]. With Ribet’s result in hand, it was then
known that the modularity conjecture, which states that every elliptic curve over QQ is mod-
ular, implies Fermat’s Last Theorem: it guarantees that E,j ., and therefore the solution
(a,b,c) to aP + yP = 2P| cannot exist. At that time no one expected the modularity con-
jecture to be proved any time soon; indeed, the fact that it implies Fermat’s Last Theorem
was taken as evidence of how difficult it would be to prove the modularity conjecture.

25.2 A strange elliptic curve

To get a sense of what makes the elliptic curve Fg . so strange that one might question its
very existence, let us compute its discriminant:

A(Eupe) = —16(0 — aP)?(0 + b°)?(a? 4 b°)* = —16(abc)?P.

As explained in the last lecture, the definition of the L-series of an elliptic curve E requires
us to determine the minimal discriminant of F its reduction type at each prime dividing
the minimal discriminant (additive, split multiplicative, or non-split multiplicative) at each
prime which divide it. It turns out that the discriminant A is not quite minimal, the minimal
discriminant is

Amin(Ela,b,c) = 2—8(abc)2p’

(assuming p > 3, which we know must be the case), which differs from A only at 2.

On the other hand, the conductor of E, j . is much smaller than its minimal discriminant.
Recall from the previous lecture that for odd primes ¢ an elliptic curve E : y? = f(z) can
have additive reduction at ¢ only if the cubic f € Z[z] has a triple root modulo ¢. This is
clearly not the case for the curve E,p.: y* = f(z) = z(x — aP)(z + bP), since 0 is always a
root modulo ¢, but a and b are relatively prime and cannot both be divisible by ¢, so 0 is
not a triple root. One can also show that F,; . does not have additive reduction at 2. This
implies that E,} . is semistable, so Its conductor is the squarefree integer

which we note is divisible by 2 (since b is).
For the elliptic curve E, . the ratio Aypc/Nape grows exponentially with p. But it is
very unusual (conjecturally impossible) for the minimal discriminant of an elliptic curve to
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be so much larger than its conductor. Szpiro’s conjecture [17], which is closely related to
the ABC conjecture,? states that we for every € > 0 there is a constant ¢, such that

Amin (E) < CeNnge

for every elliptic curve E/Q. This cannot possibly be true for E, . if p is sufficiently large.
This does not imply that E,; . cannot be modular, but it suggests that there is something
very strange about this elliptic curve (so strange that one might expect it cannot exist).

25.3 Galois representations

Let E be an elliptic curve over Q, let £ be a prime, and let K := Q(E[{]) be its £-torsion field,
the extension of Q obtained by adjoining the coordinates of all the points in E[¢] to Q. The
field K is a Galois extension of Q (it is either the splitting field of the ¢th division polynomial,
or a quadratic extension of it), and its Galois group acts on the ¢-torsion subgroup E[(] via
its action on the coordinates of each point. This yields a group representation

p: Gal(K/Q) — Aut(E[(]) ~ GLy(Z/(Z),

that maps each o € Gal(K/Q) to the automorphism of E[l| ~ Z/{Z & Z/{Z given by ap-
plying o to the coordinates of each ¢-torsion point (all of which lie in K = Q(E[¢]), by
definition). We consider two representations p, p’: Gal(K/Q) — GLo(Z/¢Z) to be isomor-
phic if there exists A € GL2(Z/(Z) such that p'(c) = Ap(c)A~? for all o € Gal(K/Q), in
which case we write p ~ p'.

Let S be the finite set of primes consisting of ¢ and the primes of bad reduction for F.
Every prime p ¢ S is unramified in K. As explained in Lecture 20, this means that the
Ox-ideal generated by p factors into a product of distinct prime ideals:

pOK:pl"'pr-

The Galois group Gal(K/Q) acts transitively on the set {p|p} := {p1,...,pr}, and for each
prime ideal p|p we have a corresponding decomposition group

D, := {0 € Gal(K/Q) : o(p) = p}
equipped with an isomorphism

¢: Dy — Gal(F,/F,)
o0

where [, := Ok /p is the residue field at p and the automorphism ¢ is defined by 7(z) = o(z),
where Z denotes the image of + € Ok in the quotient Ok /p = F,. The Galois group
Gal(F,/F,) is cyclic, generated by the p-power Frobenius automorphism 7,: z — 2P, and
we define the Frobenius element

Froby, := ¢~ '(7,) € Dy C Gal(K/Q).

2The ABC conjecture states that for all € > 0 there is a constant c. such that only finitely many integer
solutions to a + b = ¢ satisfy rad(abc)**® < c., where rad(abc) denotes the squarefree part of abc. This is
equivalent to a modified version of Szpiro’s conjecture in which one replaces Amin(F) with max(|A|%, B?),
where A and B are the coefficients in a short Weierstrass equation for E: y? = 2 + Az + B. Mochizuki
announced a proof of the ABC conjecture in 2012 that was finally published in 2021, but as of this writing,
most number theorists do not consider the ABC conjecture to have been proved.
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Different choices of p|p yield conjugate Frob, (and every conjugate of Frob, arises for p|p),
and we let Frob, denote this conjugacy class; as an abuse of terminology we may speak of
the Frobenius element Frob, as an element of Gal(K/Q) representing this conjugacy class,
with the understanding that Frob, is determined only up to conjugacy.

Thus for each prime p ¢ S we get a Frobenius element Frob, € Gal(K/Q), and may
consider its image A, := p(Frob,) € GLy(Z/¢Z) under the Galois representation p. The
characteristic polynomial of A, (which depends only on the conjugacy class of Frob,) is

det(A — Ap) = A% — (tr Ap) A + det A,

with
tr A, = ap mod ¢ and det A, = p mod ¢.

Here a, := p+ 1 — #E,(FF,) is the trace of the Frobenius endomorphism of the reduction
E,/F, of E modulo p, equivalently, the pth coefficient in the Dirichlet series of the L-function
Lg(s) =), ann™° of the elliptic curve E.

For any positive integer n we can similarly consider the Galois representation

p: Gal(Q(E[("))/Q) — Aut(E[("]) ~ GLy(Z/("Z).

For primes p ¢ S with 4,/p < £", the value of the integer a, = tr p(Frob,) mod ¢" is uniquely
determined. Note that this holds no matter which auxiliary prime £ we pick.

The discussion above applies not only to Q(E[¢"]), but to any Galois extension K of Q
containing Q(E[¢"]). Even if the extension K/Q is ramified at primes outside of S, the
image of o € Gal(K/Q) under p depends only on the restriction of the automorphism o to
Q(E[£™]), so given a Galois representation p(Gal(K/Q) — Aut(E[("]) ~ GL2(Z/("Z) we
can determine p(Frob,) € GLo(Z/¢"Z) up to conjugacy. Here we use Frob, € Gal(K/Q)
to denote any element whose restriction to Gal(Q(E[¢"])/Q) lies in the conjugacy class
represented by the Frobenius element Frob, € Gal(Q(E[¢"])/Q). The conjugacy class of
p(Frob,) in GL2(Z/¢"Z), and in particular its trace, is independent of this choice.

We now define the ¢-adic Tate module

Ty(B) = lim B[¢"]

as the projective limit of the inverse system

el & gy A g M gy

whose the connecting homomorphisms are multiplication-by-¢ maps. Elements of Ty(E) are
infinite sequences of points (Py, Ps, Ps,...) with P, € E[¢"] such that (P, = P,.
We now let Gg := Gal(Q/Q) and define the ¢-adic Galois representation

pEe: Gg — Aut(Ty(F)) ~ GLa(Zy),

where Zy = @Z/E”Z is the ring of ¢-adic integers, which contains Z as a subring.> Each
o € Gg acts on (P1, P, P3,...) € Ty via its action on the coordinates of each P, € E[("].

3You can view elements of Z; as infinite sequences of integers (a1, a2, as,...) with a, = an+1 mod £", and
ring operations defined coordinate-wise. We embed Z in Z, via the map a — (a,a,a,...). Note that Z; has
characteristic 0 but comes equipped with reduction maps to the positive characteristic rings Z/¢"Z.
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For primes p ¢ S we now use Frob, € Gg to denote an element whose restriction to
Gal(Q([¢"])/Q) is conjugate to Frob, € Gal(Q(E[¢"])/Q) for each n > 1; this amounts
to choosing a compatible sequence of Frobenius elements Frob,, , € Gal(Q(E[¢"])/Q) such
that Frob, , is the restriction of Frob, 41 to Q(E[¢"]). The conjugacy class of p(Frob,) in
GL2(Zy) is independent of these choices; in particular its trace in Zy is well defined.

We then have tr pg ¢(Frob,) = ay, as elements of Z C Z,. The representation pg , thus
determines the coefficients a,, of the L-series Lg(s) at all primes p ¢ S. By the Tate-Faltings
Theorem (see Theorem 24.38), this determines E up to isogeny, and therefore determines
the entire L-function Lg(s), including the values of a, for p € S.

We also have the mod-¢ Galois representation

P Go — Aut(E[l]) ~ GLo(Z/LZ),

which is equivalent to composing pg ¢ with the map from GLa(Z) to GLo(Z/¢Z) that reduces
each matrix coefficient modulo /.

25.4 Serre’s modularity conjecture

Let us forget about elliptic curves for a moment and consider an arbitrary* f-adic Galois
representation p: Gg — GLa(Zy) with ¢ > 3 prime. We say that p is modular (of weight k
and level N), if there is a modular form f, = Y a,¢" in Sk(I'1(N)) with a,, € Z such that®

tr p(Frob,) = a,

for all primes p{ ¢N (if p = pg ¢ and N = Ng this excludes the same finite set of primes S
as the previous section). Similarly, if we have a mod-¢ representation p: Gg — GL2(Z/(Z),
we say that p is modular if

tr p(Froby,) = a, mod ¢

for all primes p t /N.

Let ¢ € Gg be the automorphism of Q C C corresponding to complex conjugation. The
automorphism ¢ has order 2, so det p(c) = +1. We say that a Galois representation p is
odd when det p(c) = —1. This is necessarily the case if p = pg, is a Galois representation
associated to an elliptic curve. One way to see this is to base change E to C and view E¢ as
isomorphic to a torus C/L for some lattice L = [1, 7]. For a suitable choice of basis (P, Q) for
the ¢™-torsion subgroup of C/L in which P has real coordinates, complex conjugation fixes P
and sends @ to —@ (this is easy to see when re 7 = 0 and holds in general). Since we already
know that every f =" an,q" in S5V (I'o(NN)) with a,, € Z gives rise to an elliptic curve (see
Theorem 24.37), this constraint necessarily applies to Galois representations associated to
modular forms of weight 2 with integral g-series.

We want to impose a further constraint on the Galois representations we shall consider
that is not always satisfied by the representation pp , associated to an elliptic curve £/Q,
but usually is (always for £ > 163). We call a Galois representation p: Go — GLo(Z/{Z)
irreducible if its image does not fix any of one-dimensional subspaces of (Z/{Z)?; equivalently,

4 As profinite groups, both Gg = Gal(Q/Q) and GL2(Z,) are topological groups and we always require
{-adic Galois representation to be continuous with respect to this topology; this is automatically true for
the representations pg ¢ of interest to us.

®In the previous lecture we focused on Si(T'o(NV)), which suffices for everything we need in the sections
that follow (and we only need k = 2), but in order to state Serre’s conjecture we temporarily work in greater
generality; note that 'y (N) C I'g(N) implies Sk(Io(N)) C Si(I'1(N)).
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its image is not conjugate to a group of upper triangular matrices in GLa(Z/¢Z). For an
elliptic curve £/Q, the mod-¢ Galois representation pg ¢ is irreducible if and only if £ does
not admit a rational ¢-isogeny. Mazur’s isogeny theorem [11] implies that this necessarily
holds for ¢ ¢ {2,3,5,7,11,13,17,19,37,43,67,163} (the cases 19,43,67,163 can arise only
when F has complex multiplication).

In 1975 Serre made the following remarkable conjecture, which he refined in [15]. This
conjecture is now a theorem, proved in 2008 by Khare and Wintenberger [8, 9], but this work
came long after the proof of Fermat’s Last Theorem (and built on the modularity lifting
techniques used to prove it).

Conjecture 25.1 (Serre’s modularity conjecture). Every odd irreducible Galois representa-
tion p: Go — GL2(Z/lZ) is modular.®

Serre gave an explicit recipe for what the optimal weight k(p) and level N(p) of the
corresponding modular form should be. Given a newform f € S5°V(Ig(IV)) with Fourier
coefficients a,, € Z, the Eichler-Shimura Theorem (see Theorem 24.37) gives us a corre-
sponding elliptic curve £/Q whose mod-¢ Galois representation pg ¢ is modular of weight 2
and level N = Ng, and pg, will typically also be irreducible. The weight 2 agrees with
the optimal weight k(pg ) conjectured by Serre (at least when £ { Ng), but the optimal
level N(pg,¢) may properly divide Ng. In certain (rare) circumstances, distinct newforms of
weight 2 with different levels may have Fourier coefficients a,, that are congruent modulo £.

The mod-¢ Galois representation associated to the “strange” elliptic curve E,; . arising
from a Fermat solution a’ + b* = ¢! gives rise to one of these rare circumstances. For an
irreducible mod-¢ Galois representations pg ¢ arising from a semistable elliptic curve E/Q,
Serre’s optimal level N(pg ) is a product of primes p for which v,(Amin(E)) #Z 0 mod ¢,
where v,(-) denotes the p-adic valuation.

For the elliptic curve E, ;. we have

NEa,b,c = H p7 Amin(EaJLC) - 278(@()0)2[,
plabe

which means that for every odd prime p|Ng we have v,(Apin(Eqp,c)) = 0 mod ¢, in which
case Serre’s optimal level is N(pg,, .¢) = 2. But there are no (nonzero) modular forms
of weight 2 and level 2, because dim S5V (I';1(2)) = dim S5V (I'0(2)) = ¢g(Xo0(2)) = 0. We
must have £ > 163, since Fermat’s Last Theorem has long been known for ¢ < 163, so E, .
cannot admit a rational {-isogeny, by Mazur’s isogeny theorem, which means that pg,, ¢
must be irreducible. Thus if E,p . is modular, then pg,, ¢ represents a counterexample
to Serre’s conjecture. Serre’s epsilon-conjecture, proved by Ribet in 1986, implies that this
cannot happen. Below is a form of Ribet’s theorem [13] that suffices to prove this.

Theorem 25.2 (Ribet). Let £ be prime, let E be an elliptic curve of conductor N = mN’,
where m is the product of all primes p|N such that vy(N) =1 and vp(Amin(E)) = 0 mod £.
If E is modular and pg g is irreducible, then pg e is modular of weight 2 and level N'.

Corollary 25.3. The elliptic curve E,y . is not modular.

In fact Serre made his conjecture for all odd irreducible representations p: Gg — GLa2(F¢n), which
includes the special case considered here with GL2(Z/¢Z) ~ GL2(F,).
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25.5 The modularity lifting theorem

The final and by far the most difficult step to proving Fermat’s Last Theorem is to show that
if the elliptic curve Fg . exists, then it is modular. Andrew Wiles, with the assistance of
Richard Taylor,” proved the stronger statement that every semistable elliptic curve over Q
is modular (recall that E, . is semistable).

A key element of Wiles’ proof is a technique now known as modularity lifting. Let E be
an elliptic curve over Q and let £ be a prime. Wiles uses modularity lifting to show that if
the mod-¢ Galois representation pp , of semistable elliptic curve £/Q is modular, then the
(-adic representation pg ¢ is also modular, which in turn implies that F is modular.

Given a representation po: Go — GL2(Z/lZ), a representation p1: Gg — GLa2(Zy)
whose reduction modulo ¢ is equal to pg is called a [lift of pg. More generally, if R is a
suitable ring® with a reduction map to Z/¢Z, and p1: Gg — GLa(R) is a representation
whose reduction is equal to pg, then we say that p; is a lift of py (to R). Two lifts of py are
said to be equivalent if they are conjugate via an element in the kernel of the reduction map
from GL2(R) to GLa(Z/¢Z). A deformation of py is an equivalence class of lifts of py to the
ring R, which is sometimes called the deformation ring.

Building on work by Mazur, Hida, and others that established the existence of certain
universal deformations pr: Gg — GLa(T), where T is a certain Hecke algebra, Taylor and
Wiles were able to show that if pg is modular, then every lift of pg satisfying a specified
list of properties is modular (this result and generalizations of it are now known as “R =
T” theorems), and Wiles was able to show that this list of properties is satisfied by the
representation pg ¢ associated to a semistable elliptic curve £/Q.

We are intentionally glossing over a massive amount of detail that is beyond the scope
of this course. We refer the interested reader to [3], which contains not only a detailed
overview of the proof, but many chapters devoted to the background necessary to understand
these details, and also the lecture notes from 2009-2010 Modularity lifting seminar held at
Stanford [2] which covers refinements of the Taylor-Wiles method and subsequent results.

Theorem 25.4 (Taylor-Wiles). Let E/Q be a semistable elliptic curve. If pg , is modular,
then pg e is also modular (and therefore E is modular).

25.6 Proof of Fermat’s Last Theorem

It remains only to find a modular representation py: Gg — GL2(Z/¢Z) that we can lift to
pEe- The obvious candidate is pg 4, for some suitable choice of £. It is not clear that proving
the modularity of p, , modular is necessarily any easier than proving the modularity of pg g,
but thanks to work of Langlands and Tunnel on a special case of Langlands’ Reciprocity
Conjecture |3, Ch. 6], we have the following result for ¢ = 3.

Theorem 25.5 (Langlands-Tunnel). Let E be an elliptic curve over Q. If pg 5 is irreducible,
then it is modular.

The one remaining difficulty is that pg 5 is need not be irreducible; indeed there are
infinitely many semistable elliptic curves E/Q that admit a rational 3-isogeny, and for these
curves pp3 is not irreducible. However, if E is semistable and pp 5 is reducible then pg 5
must be irreducible. This follows from the fact that if neither pg 3 nor pg 5 is irreducible

"Wiles’ retracted his initial proof due to a gap that was found. Richard Taylor helped Wiles to circumvent
this gap, which was the last critical step required to obtain a complete proof; see [4] for an accessible account.
8A complete local Noetherian ring with residue field Fy.
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then F admits both a rational 3-isogeny and a rational 5-isogeny; the cyclic group of order 15
generated by their kernels is then the kernel of a rational 15-isogeny, but this cannot be the
case if F is semistable.

Theorem 25.6. No semistable elliptic curve E/Q admits a rational 15-isogeny.

Proof. Let E/Q be an elliptic curve that admits a rational 15-isogeny. Let (P) C E(Q) be
the kernel of this isogeny, which we note is necessarily cyclic. The pair (E, (P)) corresponds
to a non-cuspidal Q-rational point on Xg(15), the modular curve that parameterizes Q-
isomorphism classes of 15-isogenies. The modular curve X(15) is a smooth projective curve
of genus 1, and it has a rational point (take the cusp at infinity, for example), so it can be
viewed as an elliptic curve. A minimal Weierstrass model for Xy(15) is given by

Xo(15): > + xy +y = 23 + 2% — 10z — 10.

Additional information about this curve can be found on its home page in the LMFDB [10].
This information includes the fact that Xy(15) has rank 0 and a torsion subgroup of order 8.
Its 8 rational points include 4 cusps and 4 non-cuspidal points that represent Q-isomorphism
classes (F, (P)) of elliptic curves E/Q that admit a rational 15-isogeny with kernel (P). None
of these elliptic curves F has j-invariant 0 or 1728, so each isomorphism class is a family of
quadratic twists. Any family of quadratic twists of elliptic curves over Q contains a minimal
representative whose conductor divides the conductor of all others; for the 4 non-cuspidal
points on X(15) these minimal quadratic twists all have conductor 50 = 2-52 (you can find
a list of them and the 15-isogenies they admit here). None of these curves is semistable,
since 50 is not squarefree, nor are any of their quadratic twists. The theorem follows. O

There is unfortunately no analog of the Langlands-Tunnel theorem for ¢ = 5. Indeed,
the case ¢ = 3 is quite special: the group GLo(Z/3Z) is solvable, which is not true for any
prime ¢ > 3 (and ¢ = 2 has other problems). So we would seem to be stuck. But Wiles
cleverly proved the following result, which is now known as the three-five trick.

Theorem 25.7 (Wiles). Let E/Q be a semistable elliptic curve for which pg, 5 is irreducible.
There exists a semistable elliptic curve E'/Q such that

® D3 ts irreducible,
® Pp'5 = PES
Now we are in business.
Theorem 25.8 (Wiles). Let E/Q be a semistable elliptic curve. Then E is modular.
Proof. There are two cases. If pg 5 is irreducible then:
® pp 3 is modular, by the Langlands-Tunnel theorem,
e pg.3 is modular, by the modularity lifting theorem,
e [ is modular, since fg = f, ;.
On the other hand, if pg, 5 is reducible, then:
® pp s is irreducible, because no semistable F//Q admits a rational 15-isogeny,

e there exists a semistable £'/Q with pg 3 irreducible and pg/5 ~ pp 5, by the 3-5 trick,

18.783 Spring 2021, Lecture #25, Page 8


https://www.lmfdb.org/EllipticCurve/Q/15a1
http://www.lmfdb.org/EllipticCurve/Q/50/a/

® Py 3 is modular, by the Langlands-Tunnel theorem,

pEr 3 is modular, by the modularity lifting theorem,
/ . . _
e F’is modular, since fg = fPE',s’
e ppr 5 and therefore pg 5 is modular, since f,,, . = fr,
® Pps ™~ P 5 is modular,
e pg 5 is modular, by the modularity lifting theorem,
e [ is modular, since fg = f, ;.

Q.E.D. O

Corollary 25.9. z" + y" = 2" has no integer solutions with xyz # 0 for n > 2.
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