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Abstract

This report is about the correspondence between the worlds of supersingular elliptic curves and
definite quaternion algebras. We will use illustrated toy examples throughout this exposition, just like
the articles [Urb17; MP19; Cos20] that sparked my interest in isogeny-based cryptography. Furthermore,
the titles for the sections indicate the phrase “Lights, Camera, Action” used in cinematography as the
traditional cue to a film crew at the beginning of a take. That is, we will shed some light on the theoretical
aspects in §1, look at the correspondence through the lens of algorithms in §2, and finally act on this
knowledge by constructing some cryptographic protocols in §3.
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Notation

p positive prime integer
q prime power pn, with n ≥ 1
ℓ prime integer different from p
φ Euler totient function
ψ Dedekind psi function
K field1, like Q,R,Fq, Qp, etc.
K a fixed algebraic closure of K, like Q := A,R := C,Fq =

⋃
d≥1 Fqd

(direct limit2), Qp, Cp, etc.
R a commutative ring with identity3 1, like Z, Z/mZ, etc.
k residue field of a local ring R with maximal ideal m, k := R/m
ϖ uniformizer of a discrete valuation ring R, m = ⟨ϖ⟩ = ϖR
v discrete valuation of a local field or4 place of a global field
Pl(K) set of places of a global field K
Kv the local field that is completion of a global field K with respect

to v ∈ Pl(K), like Qp, Q∞ = R, etc.
An

R affine space (of relative dimension n) over R; the set of prime
ideals of R[t1, . . . , tn]

Pn
R projective space (of relative dimension n) over R; the set of ho-

mogeneous prime ideals of a graded R-algebra R[t0, . . . , tn]
E elliptic curve
OE privileged rational point of E
E(K) the abelian group of K-rational points on E
+E the group operation (addition) in E(K)
K(E) function field of E over K
∆(E) discriminant of E
j(E) j-invariant5 of E
ϕ an isogeny, ϕ : E1 → E2
ϕ̂ dual isogeny, ϕ̂ : E2 → E1 such that ϕ̂ ◦ ϕ = [deg(ϕ)]
HomK(E,E′) group of isogenies E → E′ over K
EndK(E) endomorphism ring of E over K; HomK(E,E)
AutK(E) automorphism group of E, invertible elements of EndK(E)
End0

K(E) endomorphism algebra of E; EndK(E)⊗Z Q
[m] multiplication-by-m endomorphism of E
E[m] m-torsion subgroup of E(K)
πn pn-power Frobenius isogeny; πn : E → E(n)

πE Frobenius endomorphism of E; πn for E over Fpn

tr(•) matrix trace; trace of a linear transformation

1In 1871 Richard Dedekind introduced, for a set of real or complex numbers that is closed under the four arithmetic
operations, the German word Körper, which means “body” or “corpus” (to suggest an organically closed entity). The English
term “field” was introduced by Eliakim Hastings Moore in 1893. Also see the Wikipedia page: https://de.wikipedia.org/
wiki/Körper_(Algebra). Moreover, most of the fields of interest to us are perfect fields [Hus04, §7.6, 8.1] [Sil09] [Sut22,
Definition 3.21, 4.38, Theorem 3.22]

2Let
{
Fqd |d ∈ N

}
be a family of finite fields of characteristic p. Whenever m divides n, we have the inclusion ho-

momorphism Fqm → Fqn . This gives the direct limit lim−→d
Fqd =

⋃
d≥1 Fqd . For more details, see this discussion

https://math.stackexchange.com/a/3617922
3Therefore, for any ring homormophism f : R → R′, we explicitly require f(1) = 1 [Cla15, p. 9]. That is, ring homomor-

phisms preserve 1 and a subring of a ring has the same 1 [Voi21, p. 21].
4There is a bijection between valuations and places on a global field [KKS11, §6.2(a, b)] [Mar17, Corollary 1.3.2] [Voi21, Rem

14.4.3]. In particular, if p is a finite place (nonzero prime ideal of the ring of integers) of a number field K, then v : K× → R is
the p-adic (exponential) valuation which is normalized by the condition v(K×) = Z (discrete valuation) [Neu99, pp. 120–121].

5Felix Klein is credited with the introduction of j-function and j-invariant, see https://mathoverflow.net/q/330049/. For
its various definitions see [Cox22, §§10.B, 11.A, 14.A] and [Sai13, §2.1].
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Tr♢/K(•) algebra (left) trace for some finite dimensional K-algebra ♢;
Tr♢/K(α) = tr(λα) ∈ K for α ∈ ♢ and a (left) multiplication
K-linear map λα : ♢→ ♢ given by λα(β) = αβ

trd(•) reduced trace; trd(α) := α+ α, where is a standard involution
nrd(•) reduced norm; nrd(α) := αα, where is a standard involution
Nm♢/K(•) algebra (left) norm for some finite dimensional K-algebra ♢;

Nm♢/K(α) = det(λα) ∈ K for α ∈ ♢ and a (left) multiplica-
tion K-linear map λα : ♢→ ♢ given by λα(β) = αβ

M0(N)□ a functor that assigns to a scheme over □ = Z,Q or Fp a set
of isomorphism classes of pairs (E,C) such that C is a cyclic
subgroup of E of order N ; we omit writing □ = Q, i.e. M0(N) =
M0(N)Q

Y0(N)□ a coarse moduli scheme of M0(N)□; with M0(N)Fp defined in
this way for p ∤ N .

X0(N)□ compactification of Y0(N)□
g0(N) genus of X0(N)
H complex upper half plane
ΦN (X,Y ) modular polynomial; model of a curve birational to X0(N)(C)
M0(Mp)Fp a functor that assigns to a scheme over Fp a set of isomorphism

classes of triples (E,C ′, C ′′) such that C ′ is a cyclic subgroup of
E of order M and C ′′ is a cyclic subgroup of E of order p, with
p ∤M

M0(M)ss
Fp

subfunctor of M0(M)Fp
, p ∤ M , that assigns to a scheme over

Fp a set of isomorphism classes of pairs (E,C) such that E is a
supersingular elliptic curve and C is a cyclic subgroup of E of
order M

MN supersingular module overX0(N); module of supersingular points
of X0(M)Fp

for N = Mp
Y0(Mp)Fp an appropriately defined fiber of Y0(Mp)Z
X0(Mp)Fp a union of two copies of X0(M)Fp

wp Atkin-Lehner involution on X0(Mp)Fp

X+
0 (p) the quotient X0(p)/wp

g+
0 (p) genus of X+

0 (p)
S the set of 15 supersingular primes
Gℓ(p) supersingular ℓ-isogeny graph in characteristic p
A separable quadratic K-algebra; an associative ring with unity and

a ring homomorphism from K to the center of A such that A⊗K

K ∼= K ×K
B quaternion K-algebra; 4-dimensional central simple K-algebra
(A, b | K) quaternion algebra defined by A ⊇ K and b ∈ K×

[a, b | K) quaternion algebra defined by a ∈ K, b ∈ K× with charK = 2
(a, b | K) quaternion algebra defined by a, b ∈ K× with charK ̸= 2
H Hamilton quaternion algebra; (C,−1 | R) = (−1,−1 | R)
Ram(B) ramification set of a global quaternion algebra B
disc(B) discriminant of a global quaternion algebra B
Bp,∞ quaternion algebra over Q ramified at p and ∞
O quaternion order
discrd(O) reduced discriminant
I quaternion fractional ideal
OL(I) left order of a quaternion fractional ideal I; similarly define OR(I)
ClsL(O) left class set of a quaternion order O; similarly define ClsR(O)
Typ(O) type set of a quaternion order O; set of orders isomorphic to O
Gen(O) genus of a quaternion order O; set of orders connected to O
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I(O,O′) the connecting ideal of quaternion orders O,O′; invertible integral
O,O′-ideal with the smallest norm

lev(O) level of an Eichler order O
E[I] scheme-theoretic intersection of ker(ϕ) for all ϕ ∈ I ⊂ EndFp

(E)
ϕI isogeny from E to E/E[I]
I(H) kernel left EndFp

(E)-ideal for H ≤ E(Fp)
Iϕ I(ker(ϕ))
SM category of cyclic M -isogenies for supersingular curves; S := S1
IM category of left fractional O-ideals, for Eichler order O of level

M ; I := I1
Gℓ(K) supersingular ℓ-isogeny graph over K = Fp,Fp2 , or Fp

P prover of an interactive proof protocol
V verifier of an interactive proof protocol
$← sample randomly
?= check value
{0, 1}∗ binary string
R binary relation; R ⊆ {0, 1}∗ × {0, 1}∗

LR language defined by R
G key generation algorithm
S simulator
H cryptographic hash function
M message space
A commitment space
C challenge space
R response space
σ signature
L product of primes ℓ1, . . . , ℓr

B bound for smooth number
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1 Lights
1.1 ℓ-isogeny graphs
1.1.1 Elliptic curves

An elliptic curve over a field K is a smooth projective curve E over K, isomorphic to a closed subvariety of
P2

K defined by a homogeneous polynomial6 f(u, v, w) of the form

f(u, v, w) = v2w − u3 + a1uvw − a2u
2w + a3vw

2 − a4uw
2 − a6w

3 (1)

with the privileged rational point OE = (0 : 1 : 0) [Liu06, Definition 6.1.25]. An elliptic curve is geometrically
connected, like any projective plane curve and is of (arithmetic and geometric) genus 1 [Liu06, Corollary
7.4.5]. To ease notation, we generally write the affine equation for our elliptic curve using non-homogeneous
coordinates x = u/w and y = v/w,

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 (2)

while always remembering that there is an extra point OE = (0 : 1 : 0) out at infinity [Sil09, Proposition
III.3.1]. For example, the smooth curve x3 + y3 = 1 over Q is an elliptic curve because it is isomorphic to
y2 = x3 − 432 [Con99, Corollary 1.4.2][Sil93].

Let’s visualize the elliptic curve7 E : y2 = x3 + x over different fields using SageMath [Ste12, §10.1]
[Ara07, §2].

K = Q

1sage: E = EllipticCurve ([0 ,0 ,0 ,1 ,0])
2sage: E
3Elliptic Curve defined by y^2 = x^3 + x over Rational Field
4sage: plot(E) #over real numbers instead of rationals
5Graphics object consisting of 1 graphics primitive

0.2 0.4 0.6 0.8 1.0 1.2

1.5

1.0

0.5

0.5

1.0

1.5

Figure 1: Not an ellipse! [RB12]

Note that even though Q is dense in R, the above plot should only have one Q-rational point.
6This is called Weierstrass equation, and the notation was first set up systematically by John Tate [Del75]. Also see the

discussions on Math.SE: https://math.stackexchange.com/q/743473 and https://math.stackexchange.com/q/124732
7Here f(x, y) = y2 − x3 − x defines an elliptic curve because it is smooth, i.e. discriminant ∆(E) = −16(4(1)3 + 27(0)2) ̸= 0

[Sil09, Proposition III.1.4(a)].
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K = C

6sage: # credit :RJ ,https :// www.math.wustl.edu /~ acuna/ content / Elliptic %20 curves .html
7sage: #the goal is to visualize the curve in C^2 = R^4
8sage: #sage. schemes . riemann_surfaces . riemann_surface . RiemannSurface . plot_paths3d
9sage: #here we use the parameterization done by Weierstrass P- function
10sage: wp = E. weierstrass_p (prec =300). truncate (300) # Weierstrass P- function
11sage: wpp = wp. derivative ()/2 #(wpp)^2 = (wp)^3 - A*wp - B
12sage: #take the real , and imaginary parts of wp as the first two coordinates ,
13sage: x = lambda u,v: wp(u+i*v).real ()
14sage: y = lambda u,v: wp(u+i*v).imag ()
15sage: #take the real part of wpp as the third coordinate
16sage: z = lambda u,v: wpp(u+i*v).real ()
17sage: #use the imaginary part w of wpp to color the surface
18sage: #use only the decimal part of w because the matplotlib
19sage: # Python library selects colors from the colormap a number
20sage: # between 0 and 1.
21sage: w = lambda u,v: wpp(u+i*v).imag ()
22sage: cf = lambda u,v: w(u,v) - floor(w(u,v))
23sage: cm = colormaps .hsv
24sage: parametric_plot3d ([x,y,z], (-2,2) ,(-2,2), aspect_ratio =1, color =(cf ,cm)).

add_condition ( lambda x, y, z: x^2+y^2+z^2 < 2^2).show(frame=false , viewpoint
=[[0.5407 , -0.5759 , -0.6132] ,239.87]) #did manual adjustments of viewpoint

25None

Figure 2: Curve is surface! [NG22]

Elliptic curve over C can be seen as an embedding of a torus in the complex projective plane [BD16].
Moreover, by unfolding the above knotted surface, we can obtain the torus [BA19].

K = F23

26sage: E0 = EllipticCurve (GF (23) , [0 ,0 ,0 ,1 ,0])
27sage: E0
28Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23
29sage: E0.plot( pointsize =50, gridlines =True) #for field ext use E0. points ()
30Graphics object consisting of 1 graphics primitive

In fact, deep analogies exist between finite-field theoretic and complex-analytic properties of equations.
For instance, the line between two points of the elliptic curve over finite field wraps around at the borders,
just like torus [Sul13; Ken20].
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Figure 3: A “smooth” curve over F23! [Kob82]

Note that the above three plots are of the affine equation, and do not include the privileged point OE ,
which lies at infinity. For a projective view of these affine sketches see [Ken21].

The fact that the rational points E(K) on elliptic curves E/K form an abelian group with identity
element OE was first pointed out by Christian Juel in 1896 [Lem11a]. This group is determined by the
condition that three points sum to the zero element OE if and only if they lie on a common line in the
projective plane [Ste12, §10.1.1] [Sut22, §2.1 & 2.2] [Gal12, §7.9] [Mor91, §5.6.3]. Moreover, elliptic curves
are one-dimensional abelian8 varieties, i.e., a “nice” projective group variety over K [Sut22, §2.3][Liu06,
Proposition 10.2.9]. Concretely, we know the following about the structure of this group:

E(C) ∼= R/Z⊕ R/Z (3)

E(R) ∼=
{
R/Z if ∆(E) < 0
R/Z⊕ Z/2Z if ∆(E) > 0

(4)

E(Q) ∼=
{
Zr ⊕ Z/mZ for m = 1, 2, . . . , 9, 10, 12
Zr ⊕ Z/2Z⊕ Z/mZ for m = 2, 4, 6, 8

with r ≥ 0 (5)

E(Fq) ∼= Z/m1Z⊕ Z/m2Z with m1|m2 and m1|q − 1 (6)

where (3) and (4) follow from uniformization theorem of Poincaré (1901) [Sil09, Corollary VI.5.1.1] [Sil94,
Corollary V.2.3.1] [Sut22, Problem 8.3]; (5) follows9 from the theorems of Mordell (1922) and Mazur (1977)
[Sil09, Theorem VIII.4.1] [Dar09, Theorem 3.14] [SZ03, §6.5] [Loz11, §2.4]; and (6) follows from the theorem
of Rück (1987) [Men93, §2.6 & 5.4] [Eng99, Theorem 3.76] [Was08, Theorem 4.1] [Gal12, Theorem 9.8.2]
[Sut22, Corollary 6.4] [Sil09, Exercise 5.6]. Moreover, for instance, if E : y2 = x3 + x is an elliptic curve over
K = Q or K = F23 then we can use SageMath to determine the structure of E(K):

31sage: E. torsion_subgroup ()
32Torsion Subgroup isomorphic to Z/2 associated to the Elliptic Curve defined by y

^2 = x^3 + x over Rational Field
33sage: E.rank ()
340
35sage: E0. abelian_group ()

8An abelian variety over K is defined to be an algebraic group that is geometrically integral and proper over K [Liu06,
Definition 7.4.37]. A complex abelian variety is a smooth projective variety which happens to be a complex torus. Abelian
varieties are indeed abelian groups (unlike elliptic curves which aren’t ellipses), however the use “abelian” here comes about
from the connection with abelian integrals which generalize elliptic integrals [Ara12].

9The proof of the possible torsion subgroups involves modular curves, discussed in §1.1.2, see [Maz77] [Maz78]. However,
the rank r is inaccessible by elementary methods. Moreover, in 1965, Birch and Swinnerton-Dyer conjectured that the rank r
is the order of the zero of the Hasse–Weil L-function L(E, s) at s = 1 [Dar04].
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36Additive abelian group isomorphic to Z/24 embedded in Abelian group of points on
Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23

Furthermore, the structure-preserving maps between elliptic curves (and more generally, abelian varieties)
are called isogenies. The term “isogeny” was introduced by André Weil, where the word isogeny literally
means “equal origins”. The Greek prefix “iso” means equal and the Greek root “gene” means origin (as in
the word genesis) [Sut22, §4]. That is, if E1 and E2 are elliptic curves over K then an isogeny over K is
defined10 as a morphism11 ϕ : E1 → E2 of varieties over K such that ϕ(OE1) = OE2 [Sil09, §III.4][Gal12,
§9.6 & 25.1][Eng99, §3.1 & 5.4]. Furthermore, if there exist isogenies ϕ1 : E1 → E2 and ϕ2 : E2 → E1 whose
compositions are the identity morphisms, then ϕ1 and ϕ2 are called isomorphisms [Sut22, Definition 4.22].

An important example of an isogeny12 is the multiplication-by-m map defined as:

[m] : E → E

P 7→


P +E P +E · · ·+E P︸ ︷︷ ︸

m times

if m > 0

OE if m = 0
[−m](−P ) if m < 0

Concretely, for any point P = (x, y) on an elliptic curve given by (2), we have

[m]P =
(
θm(x, y)
ϕm(x, y)2 ,

ωm(x, y)
ψm(x, y)3

)
where ψm ∈ K[x, y] is called the mth division polynomial of E and θm, ωm ∈ K[x, y] can be expressed in
terms of sequence ψm [Sil09, Example III.4.1 & Exercise 3.7][BSS00, §III.4][Sut22, §5.6]. Moreover, there
exists many efficient point multiplication algorithms [BSS00, §IV.2]. For example, for E : y2 = x3 + x we
can use SageMath to evaluate multiplication-by-23 map over K = Q and K = F23:

37sage: phi = E. scalar_multiplication (23) #alter: E. multiplication_by_m_isogeny (23)
38sage: phi
39Scalar - multiplication endomorphism [23] of Elliptic Curve defined by y^2 = x^3 +

x over Rational Field
40sage: P = E(0 ,0) #P =(0:0:1) is the only non - trivial rational point , [2]P = \mo_E
41sage: phi(P)
42(0 : 0 : 1)
43sage: phi0 = E0. scalar_multiplication (23)
44sage: phi0
45Scalar - multiplication endomorphism [23] of Elliptic Curve defined by y^2 = x^3 +

x over Finite Field of size 23
46sage: P0 = E0 (15 ,20) #P_0 =(15:20:1) taken from the plot above
47sage: phi0(P0)
48(15 : 3 : 1)

The degree of a non-zero isogeny ϕ : E1 → E2 is the degree of the morphism, i.e. deg(ϕ) = [K(E1) :
ϕ∗K(E2)] <∞ with ϕ∗ : K(E2)→ K(E1) defined as ϕ∗f = f ◦ϕ [Sil09, §II.2, III.4] [Gal12, Definition 8.1.6,
9.6.1, Lemma 9.6.13] [Sut22, Remark 4.32]. The degree of the zero isogeny (constant morphism) is defined
to be 0. If there is a non-zero isogeny (respectively, isogeny of degree d > 0) between two elliptic curves E1
and E2 then we say that E1 and E2 are isogenous13 (respectively, d-isogenous). In particular, 1-isogenous

10Under this definition, the zero morphism, which maps every point on E1(K) to OE2 , is an isogeny. However, in the case
of elliptic curves, this convention is not always followed, for example see [Sut22, §4.2] [Was08, §12.2] [Hus04, §12.3] [De +20,
§2.1] [Voi21, Definition 42.1.2]. Moreover, the standard convention for general group varieties requires isogenies to preserve
dimension, i.e. they must be surjective and have finite kernel.

11Let X and Y be varieties over K and let U ⊂ X be open. A rational map ϕ : U → Y over K which is regular at every
point P ∈ U(K) is called a morphism over K [Sil09, §I.3] [Gal12, §5.5].

12This is also called an endomorphism because it is a morphism from a mathematical object to itself. An endomorphism that
is also an isomorphism is an automorphism [Sil09, §III.10].

13Tate’s isogeny theorem states that any two elliptic curves over Fq have the same number of points iff they are isogenous
over Fq [Tat66, Theorem 1(c)] [Hus04, Theorem 13.8.4] [Gal12, Theorem 9.7.4, Lemma 9.11.13] [Cox22, Proposition 14.19].
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elliptic curves are said to isomorphic and belong to the same isomorphism class [Sil09, Corollary II.2.4.1]
[Gal12, Lemma 8.1.13, 8.1.15]. In fact, if E1, E2 are isomorphic then j(E1) = j(E2). The converse is also
true if K is an algebraically closed field, i.e. there exists an isomorphism from E1 to E2 defined over K
iff j(E1) = j(E2) [Sil09, Proposition III.1.4(b)] [Sut22, §13.2]. Moreover, if K = Fq then the number of
isomorphism classes of elliptic curves over Fq, denoted by Nq, is given by

Nq = 2q + 3 +
(
−4
q

)
+ 2

(
−3
q

)
(7)

where
( •

∗
)

denotes the Kronecker symbol [Men93, Theorem 3.1].

49sage: (2*23) + 3 + kronecker ( -4 ,23) + 2* kronecker ( -3 ,23) #the number of
isomorphism classes of elliptic curves over F_23

5046
51sage: E0. j_invariant ()
523
53sage: from sage. schemes . elliptic_curves . ell_finite_field import

curves_with_j_1728
54sage: curves_with_j_1728 (GF (23)) # pairwise non - isomorphic elliptic curves with j-

invariant 1728 over F_23; Also see [Gal12 , Exercise 9.11.14]
55[ Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23, Elliptic

Curve defined by y^2 = x^3 + 22*x over Finite Field of size 23]
56sage: E0 == curves_with_j_1728 (GF (23))[0]
57True
58sage: E1 = curves_with_j_1728 (GF (23))[1]
59sage: E0. change_ring (GF (23^2) ). is_isomorphic (E1. change_ring (GF (23^2) ))
60True

Surprisingly, if ϕ : E1 → E2 is a non-constant isogeny of degree m then there exists a unique isogeny14

ϕ̂ : E2 → E1, called dual isogeny, satisfying ϕ̂ ◦ ϕ = [m] [Sil09, Theorem III.6.1(a)]. If ϕ = [0], then we
set ϕ̂ = [0]. Therefore, [̂m] = [m] and deg([m]) = m2 [Sil09, Theorem III.6.2(d)]. For example, we can use
SageMath to verify this for the multiplication-by-23 maps over K = Q and K = F23:

61sage: phi.dual () is phi
62True
63sage: phi. degree () == 23^2
64True
65sage: phi0.dual () is phi0
66True
67sage: phi0. degree () == 23^2
68True

If L is a field such that ϕ∗(K(E2)) ⊂ L ⊂ K(E1) and K(E1)/L is separable and L/ϕ∗(K(E2)) is purely
inseparable field extension15, then the separable degree of ϕ is degs(ϕ) = [K(E1) : L] and the inseparable
degree of ϕ is degi(ϕ) = [L : ϕ∗(K(E2))]. Furthermore, a non-zero isogeny is called separable (respectively,
inseparable) if its inseparable (respectively, separable) degree is 1 [Gal12, Definition 8.1.6]. That is, over a
field of characteristic zero, every non-zero isogeny is separable [Sut22, Corollary 5.2]. Moreover, isomorphisms
are both seprable and inseparable [Sut22, Remark 5.7]. For example, we can use SageMath to check this for
the multiplication-by-23 maps over K = Q and K = F23:

69sage: phi. is_separable ()
70True
71sage: phi0. is_separable ()

14Recall that an isomorphism ϕ of elliptic curves is an invertible isogeny, equivalently, an isogeny of degree 1. That is, if ϕ is
an isomorphism then the dual isogeny gives an inverse isomorphism, since ϕ̂ ◦ ϕ = ϕ ◦ ϕ̂ = [1] = idE .

15An element α, algebraic over a field K′, is separable (respectively, purely inseparable) if the minimal polynomial of α over
K has distinct roots (respectively, one root) in K′. An algebraic field extension L′/K′ is called a separable extension if every
α ∈ L′ is separable over K′ [Gal12, §A.6].
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72False

In fact, if E is an elliptic curve over K and m ∈ Z then [m] is separable if and only if m is coprime to
the characteristic of K [Sil09, Corollary III.5.4] [Sut22, Theorem 5.25]. Moreover, if K has characteristic
p, then [p] = π̂1 ◦ π1, where π1 belongs to the most important family of inseparable isogenies [Sil09, §V.3]
[Sut22, §13.1]. The pn-power Frobenius isogeny16 πn, n ≥ 1, is defined for an elliptic curve E over a field K
of characteristic p as

πn : E → E(pn)

(u : v : w) 7→ (upn

: vpn

: wpn

)

where E(pn) is given by

f (pn)(u, v, w) = v2w − u3 + apn

1 uvw − apn

2 u2w + apn

3 vw2 − apn

4 uw2 − apn

6 w3

if E is given by (1). In particular, πn is an inseparable isogeny of degree q = pn [Hus04, Definition 13.5.2]
[Sil09, Proposition II.2.11]. For example, for E : y2 = x3 + x we can use SageMath to evaluate π4 over
K = F23:

73sage: pi4 = E0. frobenius_isogeny (4)
74sage: pi4
75Frobenius endomorphism of degree 279841 = 23^4:
76From: Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23
77To: Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23
78sage: pi4. rational_maps ()
79(x^279841 , y ^279841)
80sage: pi4. is_separable ()
81False

For an elliptic curve E over K = Fq with q = pn, we get Frobenius endomorphism πE := πn : E → E
[Hus04, Definition 13.1.1] [Was08, §4.2] [Sil09, Example III.4.6]. It induces a group isomorphism from E(Fq)
to E(Fq), since over the algebraic closure we can take qth roots of coordinates of points, and doing so still
fixes elements of Fq. However, as an isogeny, πE is not an isomorphism because there is no rational map
from E → E that acts as its inverse [Sut22, Remark 4.25] [Gal12, Example 9.6.14]. Furthermore, we define
the trace of Frobenius πE as tr(πE) := q+ 1−#E(Fq) with | tr(πE)| ≤ 2√q [Hus04, Definition 12.4.2] [Sil09,
Theorem III.9.3, Remark V.2.6] [Gal12, §9.10] [Sut22, Definition 6.17, Theorem 7.3]. For t ∈ Z such that
|t| ≤ 2√q there exists an elliptic curve E over Fq with #E(Fq) = q+1− t and E(Fq) cyclic [Hus04, Theorem
13.8.5] [Gal12, §9.10]. In fact, we can extend (7) to get Nq(t), the number of isomorphism classes of elliptic
curves over Fq corresponding to the value t for t ∈ Z with |t| ≤ 2√q [Men93, Theorem 3.2] [Eng99, Theorem
3.75]. The following are some computations we can do for E : y2 = x3 + x over K = F23 using SageMath:

82sage: piE = E0. frobenius_endomorphism () #this is pi_E
83sage: piE == E0. frobenius_isogeny (1) #in this case pi_E = pi_1
84True
85sage: E0. trace_of_frobenius () # involves counting the number of points
860
87sage: E0. frobenius_polynomial () # characteristic polynomial [Was08 , Prop 4.11]
88x^2 + 23

The kernel of an isogeny ϕ : E1 → E2 over K is the finite subgroup of E1(K) defined as ker(ϕ) =
ϕ−1(OE2) := {P ∈ E1(K) : ϕ(P ) = OE2} [Sil09, Corollary III.4.9] [Gal12, Definition 9.6.1]. Note that, since
all cosets of a group have the same size, for all Q ∈ E2(K), #ϕ−1(Q) = # ker(ϕ). In particular, # ker(ϕ) =
degs(ϕ) [Sil09, Theorem III.4.10] [Gal12, Lemma 9.6.4] [Sut22, Theorem 5.8]. An isogeny ϕ : E1 → E2 is said
to be cyclic if its kernel is a cyclic group. Moreover, if E is an elliptic curve over K and H ⊆ E(K) is a finite
group that is defined17 over K then there is a unique (up to isomorphism over K) elliptic curve E′ = E/H

16The dual isogeny π̂n is called the Verschiebung [Gal12, Example 9.6.24].
17That is, τ(P ) ∈ H for all P ∈ H and τ ∈ Gal(K/K). Moreover, the condition of being defined over K can be ignored by

taking a field extension.
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over K and a (not necessarily unique) separable isogeny18 ϕ : E → E′ over K such that ker(ϕ) = H [Hus04,
Remark 13.5.1] [Sil09, Theorem III.4.12, Exercise 3.13] [Gal12, Theorem 9.6.19, Exercise 9.6.20, Corollary
25.1.7] [Sut22, Theorem 5.11, 5.13, 5.15, Problem 3.2]. Thus two separable isogenies ϕ1, ϕ2 : E → E′ are
said to be equivalent if ker(ϕ1) = ker(ϕ2) [Gal12, Exercise 25.1.1, Example 25.1.15, Remark 25.3.2]. For
example, we can use SageMath to get a separable cyclic isogeny from E : y2 = x3 + x over K = F23 with the
the kernel generated by the point P0 = (15 : 20 : 1).

89sage: P0.order () #we will use this point as the generator of kernel
908
91sage: velu = EllipticCurveIsogeny (E0 , P0) # cyclic isogeny using Velu ’s formula
92sage: velu
93Isogeny of degree 8 from Elliptic Curve defined by y^2 = x^3 + x over Finite

Field of size 23 to Elliptic Curve defined by y^2 = x^3 + 15 over Finite Field
of size 23

If ϕ : E1 → E2 is an isogeny between elliptic curves over a field of characteristic p then it factors as
E1 E

(pn)
1 E2

πn τ where τ is a separable isogeny and πn is the pn-power Frobenius isogeny for
pn = degi(ϕ) [Sil09, Corollary II.2.12] [Sut22, Corollary 5.4, Remark 5.5]. Furthermore, an isogeny can be
written as a “chain” of prime-degree isogenies [Gal12, Theorem 25.1.2] [Sut22, Corollary 5.12] [Ler22, §1.1.2].
Moreover, since isogenies of prime degree are cyclic, we usually restrict our attention to cyclic isogenies [Sil09,
Example IX.6.4] [Voi21, Remark 42.3.10] [Sut22, Definition 20.1] [Ler22, §1.1.2]. This observation is of crucial
importance for the algorithms.

94sage: from sage. schemes . elliptic_curves . hom_composite import
EllipticCurveHom_composite

95sage: chain = EllipticCurveHom_composite (E0 , P0) # decomposing Velu ’s formula into
prime steps is exponentially faster

96sage: chain
97Composite morphism of degree 8 = 2^3:
98From: Elliptic Curve defined by y^2 = x^3 + x over Finite Field of size 23
99To: Elliptic Curve defined by y^2 = x^3 + 15 over Finite Field of size 23
100sage: chain. factors ()
101( Isogeny of degree 2 from Elliptic Curve defined by y^2 = x^3 + x over Finite

Field of size 23 to Elliptic Curve defined by y^2 = x^3 + 19*x over Finite
Field of size 23, Isogeny of degree 2 from Elliptic Curve defined by y^2 = x^3

+ 19*x over Finite Field of size 23 to Elliptic Curve defined by y^2 = x^3 +
2*x + 3 over Finite Field of size 23, Isogeny of degree 2 from Elliptic Curve
defined by y^2 = x^3 + 2*x + 3 over Finite Field of size 23 to Elliptic Curve
defined by y^2 = x^3 + 15 over Finite Field of size 23)

102sage: chain == velu
103True

The kernel19 of the multiplication-by-m map [m] : E → E is called the m-torsion subgroup of E, defined
as E[m] := ker([m]) = {P ∈ E(K) : [m]P = OE} [Eng99, Definition 3.8] [Gal12, Definition 9.1.2] [Sut22,
§5]. The m-torsion subgroups play a key role in the theory of elliptic curves20 [Was08, Chapter 3]. If p ≥ 0
is the characteristic of K, then

E[m] ∼=
{
Z/mZ⊕ Z/mZ if m ̸= 0 in K
Z/mZ⊕ Z/m′Z or Z/m′Z⊕ Z/m′Z if m = pnm′, p > 0, p ∤ m′, n ∈ Z>0

(8)

that is, E[m] is a free Z/mZ-module of rank two when m ̸= 0 [Hus04, Theorem 12.3.6] [Was08, Theorem
18Therefore, loosely speaking, every group homomorphism E(K) → E′(K) with finite kernel is an isogeny. However, since

a non-zero isogeny has finite degree and hence finite kernel, not every group homomorphism is an isogeny. For example, if
E(Q) ∼= Z and E′(Q) ∼= Z/2Z then we get a non-zero group homomorphism E(Q) → E′(Q) whose kernel is infinite.

19Some authors, like [Sil09, §III.4, 6] define it as “the set of points of E(K) of order m”
20For example, as noted above, E(Fq) is a torsion group, i.e., for each point P ∈ E(Fq) there is a positive integer m such

that [m]P = OE [Men93, Example 2.16, 2.17, 2.18]. Therefore, understanding the structure of E[m] allows us to understand
the structure of E(Fq) discussed above, and also turns out to be the key to efficiently computing #E(Fq).
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3.2] [Sil09, Corollary III.6.4, Proposition VI.6.1] [Sut22, Theorem 6.1]. Moreover, we can use SageMath to
compute E(Fq)[m], the subgroup of m-torsion points21 in E(Fq) i.e. E[m]∩E(Fq), for m > 0. For example,
consider E : y2 = x3 + x over various extensions of F23:

104sage: E0. abelian_group (). torsion_subgroup (13)
105Trivial group embedded in Abelian group of points on Elliptic Curve defined by y

^2 = x^3 + x over Finite Field of size 23
106sage: E0. change_ring (GF (23^2) ). abelian_group (). torsion_subgroup (13)
107Trivial group embedded in Abelian group of points on Elliptic Curve defined by y

^2 = x^3 + x over Finite Field in z2 of size 23^2
108sage: E0. change_ring (GF (23^3) ). abelian_group (). torsion_subgroup (13)
109Additive abelian group isomorphic to Z/13 embedded in Abelian group of points on

Elliptic Curve defined by y^2 = x^3 + x over Finite Field in z3 of size 23^3
110sage: E0. change_ring (GF (23^4) ). abelian_group (). torsion_subgroup (13)
111Trivial group embedded in Abelian group of points on Elliptic Curve defined by y

^2 = x^3 + x over Finite Field in z4 of size 23^4

If E is an elliptic curve defined over a field K of characteristic p > 0, then the possibilities for E[p]
being isomorphic to Z/pZ or {0} admitted by (8) motivates the following definitions. If E[p] ∼= Z/pZ then
E is said to be ordinary, and if E[p] ∼= {0}, we say that E is supersingular22 [Hus04, Theorem 13.5.6]
[TVN07, Proposition 2.4.18] [Was08, Theorem 3.2] [Sai14, Proposition 8.2] [Sut22, Definition 6.2.] [Ler22,
Proposition 1.1.5]. In this report we will discuss various equivalent characterizations of supersingular elliptic
curves [Hus04, Table 13.2]. For example, E is supersingular iff the multiplication-by-p map [p] : E → E
is inseparable and j(E) ∈ Fp2 [Hus04, Theorem 13.5.6] [Sil09, Theorem V.3.1] [Sut22, Theorem 13.16].
Therefore, the property of being ordinary or supersingular is invariant under base change23, and in any field
K of positive characteristic, the number of K-isomorphism classes of supersingular elliptic curves is finite
(it certainly cannot exceed #Fp2 = p2) [KM85, Theorem 2.9.4]. A supersingular elliptic curve is also said to
have Hasse invariant 0, i.e., an elliptic curve E defined by a cubic equation (1) over a field K of characteristic
p is supersingular iff the coefficient of (uvw)p−1 in f(u, v, w)p−1 is zero [Hus04, Definition 13.3.1, Proposition
3.5] [Sil09, Theorem V.4.1] [Sut22, Problem 4.1]. We can use SageMath to verify this for E : y2 = x3 + x
and its 8-isogenous curve E′ : y2 = x3 + 15 over F23:

112sage: E0. hasse_invariant ()
1130
114sage: EllipticCurve (GF (23) , [0 ,0 ,0 ,0 ,15]). hasse_invariant ()
1150

Therefore, both of these curves are supersingular. In fact, the property of being ordinary or supersingular
is an isogeny invariant [Sut22, Theorem 13.2] [Sil09, Example V.4.5] [Was08, Proposition 4.33, 4.37]. Fur-
thermore, we can determine the number of K-isomorphism classes Sp of supersingular elliptic curves (with
the representative curves are defined over Fp2)

Sp =
⌊ p

12

⌋
+


0 if p ≡ 1 (mod 12)
1 if p = 2, 3; p ≡ ±5 (mod 12)
2 if p ≡ −1 (mod 12)

(9)

where E : y2 + y = x3 and E : y2 = x3 + x are the representatives for p = 2 and p = 3, respectively [Igu58]
[DR73, §VI.4.9] [KM85, Cor 12.4.6] [Hus04, §13.4] [Was08, Cor 4.40] [Sil09, §V.4, Exercise 5.9] [Sai14,
Example 8.6]. For example, S23 = 1 + 2 = 3 with the isomorphism classes represented by E1 : y2 = x3 + x,
E2 : y2 = x3 + 1 and E3 : y2 = x(x− 1)(x− 3) [Was08, Example 4.14] [Voi21, Example 42.3.12].

Now, if E is an elliptic curve defined over K = Fq then E is supersingular iff p divides tr(πE) [Men93,
Corollary 2.11] [Eng99, Corollary 3.73] [Was08, Proposition 4.31] [Sil09, Exercise 5.10] [Gal12, §9.11] [Sai14,
Proposition 8.5] [Sut22, Theorem 13.3]. This property is used in SageMath to determine whether a given
elliptic curve over a finite field is supersingular:

21Some authors call these m-division points, denoted by mE(Fq) [Hus04, Definition 12.1.4].
22We will talk about the origin of this terminology in §1.3
23If E is an elliptic curve over K and L/K is any field extension, the separable degree of [p] on EL does not depend on L
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116sage: E0. is_supersingular ()
117True
118sage: EllipticCurve (GF (23) , [0 ,0 ,0 ,0 ,15]). is_supersingular ()
119True

This also lets us say more about the group structure of E(Fq) when E is supersingular

E(Fq) ∼=


Z/mZ if tr(πE) = ±√q,±

√
2q,±

√
3q

Z/(√q − 1)Z⊕ Z/(√q − 1)Z if tr(πE) = 2√q
Z/(√q + 1)Z⊕ Z/(√q + 1)Z if tr(πE) = −2√q
Z/mZ or Z/2Z⊕ Z/

(
q+1

2
)
Z if tr(πE) = 0

(10)

where m ∈ Z≥1 [Men93, Lemma 2.13] [Eng99, Theorem 3.74] [SZ03, §3.3] [TVN07, Theorem 3.3.15] [Was08,
Theorem 4.4] [Gal12, Theorem 9.10.13]. Recall that for E : y2 = x3 + x over F23 we got tr(πE) = 0 and
E(F23) = Z/24Z, which agrees with this result. We can also look at E : y2 = x3 + x over F232 using
SageMath:

120sage: E0. change_ring (GF (23^2) ). trace_of_frobenius ()
121-46
122sage: E0. change_ring (GF (23^2) ). abelian_group ()
123Additive abelian group isomorphic to Z/24 + Z/24 embedded in Abelian group of

points on Elliptic Curve defined by y^2 = x^3 + x over Finite Field in z2 of
size 23^2

1.1.2 Modular curves

A modular24 curve is defined as the moduli space of elliptic curves with certain level structure. For example,
when we regard A1

Q as the moduli space of elliptic curves (isomorphism classes over an algebraically closed
field), we obtain the modular curve called j-line [KM85, §8.2] [HM98, Exercise 1.6, §2.A] [Wes01, §1] [Hus04,
§§4.1, 13.4] [Cla05, Lecture 0, pp. 2–3] [Sai13, §2.1, Example 2.6, Proposition 2.15(1)] [Sai14, Lemma 8.30].

Let N ≥ 1 be an integer. We define a functor25 M0(N)Z over Z by associating to a scheme T the set26

M0(N)Z(T ) =

isomorphism classes of pairs (E,C), such that
E is an elliptic curve over T and
C is its cyclic subgroup scheme of order N

 (11)

where two pairs (E,C), (E′, C ′) are isomorphic if there is an isomorphism ϕ : E → E′ such that ϕ(C) = C ′

[Sai13, Definition 1.22] [Sai14, Definitions 8.13(2), 8.28(1)]. Then there exists a coarse moduli scheme Y0(N)Z
ofM0(N)Z over Z such that Y0(N)Z is a normal connected affine curve over Z [Sai13, Definition 2.7] [Sai14,
Theorem 8.32(1)]. Then we define the compactification X0(N)Z of modular curve Y0(N)Z as the integral
closure of the j-line [Sai14, Definition 8.62(1)]. X0(N)Z is a normal projective curve over Z, and its each
geometric fiber is connected [Sai14, Theorem 8.63(1)].

The fiber Y0(N) := Y0(N)Q = Y0(N)Z ⊗Z Q of Y0(N)Z at the generic point is the modular curve Y0(N)
over Q that is the coarse moduli scheme of the restriction of the functorM0(N)Z to schemes over Q [Sai13,
Definition 2.8(1), Theorem 2.10(2)]. Then X0(N) is defined as the compactification of Y0(N) that is a proper
smooth curve over Q [Sai13, Theorem 2.10(2)]. In this report, the algebraic curve X0(N) will be called the
modular curve of level27 N [Sai13, Definition 2.12(1)]. Moreover, using the Riemann-Hurwitz formula we
get the genus formula for X0(N)

g0(N) = 1 + 1
12ψ(N)− 1

2φ∞(N)− 1
3φ6(N)− 1

4φ4(N) (12)

24For a discussion about history of this term see [EvdGM08].
25By a “functor over a scheme S” we mean that there is a contravariant functor from the category of schemes over S to the

category of sets. Moreover, if S = Spec R is an affine scheme, a functor over S is called a functor over R [Sai13, Definition 2.3].
26As is to be expected, the points of finite order on an elliptic curve, and particularly those of order N , play a decisive role

in the study of the modular curves X0(N), like Mazur’s proof of (5) [Ogg75b] [Mor91, §5.6.4] [BM23].
27Usually, X0(N) is called the modular curve of level Γ0(N) over Q, because of the intuitive analytic theory of modular curves

we will study next.
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where ψ(N) := #{cyclic subgroups of order N of Z/NZ⊕ Z/NZ}, φ∞(N) :=
∑

d|N # (Z/ gcd(d,N/d)Z)×,
φ6(N) := #{a ∈ Z/NZ | a2 + a + 1 = 0}, and φ4(N) := #{a ∈ Z/NZ | a2 + 1 = 0} [Sai13, Proposition
2.15(2)] [Col22, §2.1.3] [Inc23, A001617]. In particular, for a prime p we get

g0(p) =
⌊ p

12

⌋
+


−1 if p ≡ 1 (mod 12)
0 if p = 2, 3; p ≡ ±5 (mod 12)
1 if p ≡ −1 (mod 12)

(13)

which is almost same as (9), hinting towards a relationship between supersingular elliptic curves and modular
curves [Sai14, Corollary 8.64].

Furthermore, consider the complex upper half-plane H := {τ ∈ C | Imτ > 0}. Let the set of C-valued
points on Y0(N), Y0(N)(C), consist of the isomorphism classes of the pair (Eτ , CN,τ ), where τ ∈ H, Eτ is
the elliptic curve over C corresponding to the lattice28 Z + Zτ in C and CN,τ is a cyclic subgroup of order
N of Eτ . We can then regard Y0(N)(C) as the Riemann surface Γ0(N)\H defined as the left action of

Γ0(N) =
{(

a b
c d

)
∈ SL2(Z) | c ≡ 0 (mod N)

}

on H, with the action given by
(
a b
c d

)
· τ = aτ + b

cτ + d
[Sai13, Corollary 2.66]. That is, the Riemann surface

Y0(N)(C) is connected and the modular curve Y0(N)C = Y0(N)⊗Q C is a connected29 algebraic curve over
C. Then the compactification X0(N)C of modular curve Y0(N)C requires that the cusps be associated with
generalized elliptic curves, i.e. curves which are no longer of genus 1 and where a group law can be defined
and a distinguished cyclic group of order N can be isolated [Mor91, §5.6.2] [Sai13, §1.5]. In particular, we
get

X0(N)(C) := Γ0(N)\H∗

where H∗ := H∪P1
Q = H∪Q∪{∞} [DDT95, §1.2] [FM99, §2.1] [Wes01, §2] [Hus04, §11.3] [Loz11, Chapter 3]

[Sil09, §C.13] [Loe14, §1.1] [DS16, §2.4] [RS17, Chapter 5] [TVN19, §5.1.1] [Mil21, §V.1] [Col22, §1.3] [Sut22,
§18.4, Problem 10.1]. Moreover, every compact Riemann surface has a model as a projective algebraic curve
over C, given by polynomial equations [NN01, §I.9.6] [Loe14, Theorem 2.1.1] [Sut22, Remark 19.3]. Such a
defining equation30 of X0(N)(C) is called modular polynomial ΦN (X,Y ) ∈ C[X,Y ] defined by

ΦN (X, j(τ)) =
m∏

i=1
(X − j(Nγiτ))

where τ ∈ H, m = [SL2(Z) : Γ0(N)] and Γ0(N)γi with γi ∈ SL2(Z) and i = 1, 2, . . . ,m, are the right cosets
of Γ0(N) in SL2(Z) [DS16, §7.5] [Sut22, §19.2.1] [Cox22, §11.B]. Finally, interpreting X0(N)(C) as the
moduli space of cyclic N -isogenies of elliptic curves over C, for all j1, j2 ∈ C we have ΦN (j1, j2) = 0 if and
only if j1 and j2 are the j-invariants of elliptic curves over C that are related by a cyclic isogeny of degree
N [Was08, Theorem 12.5] [Sut22, Theorem 20.3, §20.2] [Cox22, Proposition 14.11].

X0(N)(C) has the remarkable31 property that the modular polynomial ΦN ∈ Z[X,Y ] gives a canonical
model defined over Q [Was08, Theorem 10.15] [DS16, §7.6] [TVN19, Theorem 5.1.28] [Mil21, §V.2] [Sut22,
Theorem 19.17]. Furthermore, ΦN (X,Y ) has arithmetic properties like (1) ΦN (X,Y ) is irreducible when
regarded as a polynomial in X; (2) ΦN (X,Y ) = ΦN (Y,X) if N > 1; (3) if N is not a perfect square, then
ΦN (X,X) is a polynomial of degree > 1 with leading coefficient ±1; and (4) (Kronecker’s congruence) if
N is a prime32 p, then Φp(X,Y ) ≡ (Xp − Y )(X − Y p) mod p [DR73, Théorème VI.6.6] [Loe14, Theorem

28A lattice in C a set aZ ⊕ bZ [DS16, p. 25]. We will give a general definition in §1.2.2.
29Moreover, since Y0(N) is a dense affine open subscheme of X0(N), we get that X0(N) is connected and its field of constants

is Q [Sai13, Theorem 2.10(3)].
30This does not mean that X0(N)(C) is the projective curve given by ΦN (X, Y ) = 0. This curve ΦN (X, Y ) = 0 is highly

singular in general, as we will see soon for Φ2(X, Y ). What we mean is that that the smooth curve X0(N)(C) is birational to
the curve given by ΦN (X, Y ) = 0 [Loe14, §2.2].

31There are two reasons. First, in general, a projective algebraic curve over C can’t be defined over Q (or even Q = A).
Second, even if a projective algebraic curve over C can be defined over Q, in general it can’t be defined in any canonical way.

32Also note that Φp has degree p + 1 in each variable because [SL2(Z) : Γ0(p)] = p + 1 [BSS00, §III.8] [Inc23, A118778].
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2.2.1] [Sut22, Theorem 20.7] [Cox22, Theorem 11.18]. These properties of the modular polynomial are
straightforward consequences of the properties of the j-function, which makes the modular polynomial seem
like a reasonable object to deal with. However, this point of view only holds at the abstract level, but as soon
as one asks for concrete examples, the situation gets surprisingly complicated. For example, when N = 2 we
get

Φ2(X,Y ) = X3 + Y 3 −X2Y 2 + 1488(X2Y +XY 2)− 162000(X2 + Y 2) + 40773375XY+
8748000000(X + Y )− 157464000000000

As can be seen in this example, the integer coefficients of ΦN are already large when N = 2, and they
grow rapidly as N increases [Sut22, Example 20.8] [BSS00, §III.8] [Cox22, §13.B]. Fortunately, we now have
practical algorithm33 for computing ΦN (X,Y ) even when N is well into the thousands [Mil21, Aside V.2.5]
[Sut22, Problem 12.2]. Moreover, the curve ΦN (X,Y ) = 0 is highly singular, because without singularities
the arithmetic genus formula would predict much too high a genus [Mil21, Remark V.2.6]. For example, we
can use SageMath to verify this for Φ2(X,Y ) = 0

124sage: P2.<X,Y,Z> = ProjectiveSpace (QQ , 2)
125sage: ModPoly = ClassicalModularPolynomialDatabase ()
126sage: Phi2 = ModPoly [2](X,Y)
127sage: Phi2
128-X^2*Y^2 + X^3 + 1488*X^2*Y + 1488*X*Y^2 + Y^3 - 162000* X^2 + 40773375* X*Y -

162000* Y^2 + 8748000000* X + 8748000000* Y - 157464000000000
129sage: CC = Curve(Phi2. homogenize (’Z’), P2)
130sage: CC. arithmetic_genus () #[Liu06 , Example 7.3.22]
1313
132sage: CC.genus () #[Liu06 , Remark 7.3.28]
1330
134sage: CC. is_singular ()
135True
136sage: AA = CC. affine_patch (2) #Z=1
137sage: AA. is_singular ()
138True
139sage: plot(AA , (X , -10 ,20000) ,(Y , -10 ,20000) , axes = True) #real not rational
140Graphics object consisting of 1 graphics primitive

5000 10000 15000 20000

5000

10000

15000

20000

Figure 4: This curve is singular, but appears to be smooth due to the plotting window.
33A database of modular polynomials for prime levels computed using [BLS12] and for composite levels N computed using

[BOS16, Algorithm 1.1, Corollary 3.4]: https://math.mit.edu/~drew/ClassicalModPolys.html
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Since Φ2(X,Y ) = 0 is a genus 0 curve, we can use SageMath to find its rational parameterization and
visualize the singularity in 3D [Roh97, §1.1] [vHoe97]:

141sage: # credit :RJ , https :// www.math.wustl.edu /~ acuna/ content /X_0 (2).html
142sage: #the goal is to visualize the curve in C^2 = R^4
143sage: CC. rational_parameterization () # possible because it’s genus zero curve
144Scheme morphism :
145From: Projective Space of dimension 1 over Rational Field
146To: Projective Plane Curve over Rational Field defined by -X^2*Y^2 + X^3*Z +

1488*X^2*Y*Z + 1488*X*Y^2*Z + Y^3*Z - 162000* X^2*Z^2 + 40773375* X*Y*Z^2 -
162000* Y^2*Z^2 + 8748000000* X*Z^3 + 8748000000* Y*Z^3 - 157464000000000* Z^4

147Defn: Defined on coordinates by sending (s : t) to
148(s^3*t + 768*s^2*t^2 + 196608* s*t^3 + 16777216* t^4 : s^4 + 48*s^3*t +

768*s^2*t^2 + 4096*s*t^3 : s^2*t^2)
149sage: s = var(’s’)
150sage: X = (s^3 + 768*s^2 + 196608* s + 16777216) /(s^2)
151sage: Y = (s^4 + 48*s^3 + 768*s^2 + 4096*s)/(s^2)
152sage: X = X. numerator (). factor ()/X. denominator ()
153sage: Y = Y. numerator (). factor ()/Y. denominator ()
154sage: X, Y # beautification
155((s + 256) ^3/s^2, (s + 16) ^3/s)
156sage: # checked that we get same 2D curve as above using
157sage: #p = parametric_plot ((X,Y), (s , -1000 ,1000))
158sage: #show(p, ymin =-10, ymax =20000 , xmin =-10, xmax =20000)
159sage: s = lambda u,v: (u+i*v)
160sage: X = lambda u,v: ((s(u,v) + 256) ^3/s(u,v)^2)
161sage: Y = lambda u,v: ((s(u,v) + 16) ^3/s(u,v))
162sage: G0 = ( lambda u,v: X(u,v).real (), lambda u,v: X(u,v).imag (), lambda u,v: Y(u

,v).real ())
163sage: cf0 = lambda u,v: Y(u,v).imag () - floor(Y(u,v).imag ())
164sage: cm0 = colormaps .hsv
165sage: pp1 = parametric_plot3d (G0 ,( -1000 , -0.1) ,( -1000 , -0.1) ,color = (cf0 ,cm0))
166sage: pp1 = pp1. add_condition ( lambda X,Y,Z: abs(X)^2+ abs(Y)^2+ abs(Z)^2 < (20000)

^2)
167sage: pp2 = parametric_plot3d (G0 ,(0.1 ,1000) ,(0.1 ,1000) ,color = (cf0 ,cm0))
168sage: pp2 = pp2. add_condition ( lambda X,Y,Z: abs(X)^2+ abs(Y)^2+ abs(Z)^2< (20000)

^2)
169sage: show(pp1+pp2 , frame=false , viewpoint =[[ -0.9521 , -0.2128 , -0.2196] ,91.01]) #

did manual adjustments of viewpoint
170None

Figure 5: Surface with singularity!
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Therefore, the curve ΦN (X,Y ) = 0 is a singular affine curve with the same function field as X0(N)(C)
and the desingularization34 of its projective closure is a smooth projective curve isomorphic to X0(N)(C)
[Ogg80, §2] [Elk98, §3] [Dar09, §3.1] [Loz11, Remark 3.6.4]. For example, SageMath can give a smooth
projective model of X0(2)(C):

171sage: AA. is_ordinary_singularity ([ -3375 , -3375]) #Phi2(X,Y)=0 by WolframAlpha
172True
173sage: BB = AA. resolution_of_singularities () # blowing up its singular points
174sage: BB [0][0] #1st affine patch of the resolution of singularity
175Affine Plane Curve over Rational Field defined by X^2* s1^2 - X*s1^3 - 1488*X*s1^2

- 3375* s1^3 - 8238*X*s1 + 172125* s1^2 - X - 2926125* s1 + 16581375
176sage: ##BB [0][1] #2nd affine patch of the resolution of singularity
177sage: ##BB [1][0][0] # transition map from the 1st patch to itself
178sage: BB [1][0][1] # transition map from the 1st patch to the 2nd patch
179Scheme morphism :
180From: Affine Plane Curve over Rational Field defined by X^2* s1^2 - X*s1^3 -

1488*X*s1^2 - 3375* s1^3 - 8238*X*s1 + 172125* s1^2 - X - 2926125* s1 +
16581375

181To: Affine Plane Curve over Rational Field defined by Y^2* s0^2 - Y*s0^3 -
1488*Y*s0^2 - 3375* s0^3 - 8238*Y*s0 + 172125* s0^2 - Y - 2926125* s0 +
16581375

182Defn: Defined on coordinates by sending (X, s1) to
183(X*s1 + 3375* s1 - 3375 , 1/s1)
184sage: ##BB [1][1][0] # transition map from the 2nd patch to the 1st patch
185sage: ##BB [1][1][1] # transition map from the 2nd patch to itself
186sage: BB [2][0] # birational map from the 1st patch to the original curve
187Scheme morphism :
188From: Affine Plane Curve over Rational Field defined by X^2* s1^2 - X*s1^3 -

1488*X*s1^2 - 3375* s1^3 - 8238*X*s1 + 172125* s1^2 - X - 2926125* s1 +
16581375

189To: Affine Plane Curve over Rational Field defined by -X^2*Y^2 + X^3 + 1488*X
^2*Y + 1488*X*Y^2 + Y^3 - 162000* X^2 + 40773375* X*Y - 162000* Y^2 +
8748000000* X + 8748000000* Y - 157464000000000

190Defn: Defined on coordinates by sending (X, s1) to
191(X, X*s1 + 3375* s1 - 3375)
192sage: ##BB [2][1] # birational map from the 2nd patch to the original curve

Next, for a prime number p, we denote by M0(N)Fp the restriction of the functor M0(N)Z to schemes
over Fp. If p ∤ N then Y0(N)Fp = Y0(N)Z ⊗Z Fp is the coarse moduli scheme of the restriction M0(N)Fp

[Sai14, Theorem 8.32(3)]. Moreover, for p ∤ N , X0(N)Z is smooth at p and the fiber X0(N)Fp
= X0(N)Z⊗ZFp

is a smooth compactification of Y0(N)Fp
[Sai14, Theorem 8.63(2)]. Furthermore, Igusa [Igu59] proved that

X0(N)(C) has a non-singular projective model over Q whose reduction modulo primes p, p ∤ N , are also non-
singular [Mor91, Theorem 5.9] [Ogg80, §4] [Hus04, Remark 16.7.1] [RS17, §12.6] [TVN19, Theorem 5.1.30].
Therefore, if K is a field of characteristic not dividing N , then for all j1, j2 ∈ K we have ΦN (j1, j2) = 0
if and only if j1 and j2 are the j-invariants of elliptic curves over K that are related by a cyclic isogeny of
degree N defined35 over K [Sut22, Theorem 20.4]. In particular, for a prime ℓ ̸= p, if E1, E2 are elliptic
curves with j-invariants j1, j2 ∈ Fp then Φℓ(j1, j2) = 0 if and only if there is an ℓ-isogeny E1 → E2 [Was08,
Theorem 12.19]. That is, if K is a field of characteristic p and ℓ is a prime different from p, then for any fixed
j-invariant j1 := j(E1), the K-rational roots of the (ℓ+1)-degree36 polynomial Φℓ(j1, Y ) are the j-invariants

34However, such models are not useful for finding isogenous elliptic curves because there is no obvious way to use these models
to find a polynomial analogous to the ΦN (j(E), Y ) mentioned above [Gal96, Chapter 1]. Moreover, since X0(N)(C) will always
have at least one rational point (the cusp at infinity) the curves of genus 1 will always be elliptic curves. In fact, the modularity
theorem states that every elliptic curve defined over Q is parameterized by some modular curve X0(N) [Gal96, §2.6] [Elk98,
§3] [DS16, Theorem 7.7.2].

35If K is not algebraically closed then it is not necessarily true that ΦN (j(E1), j(E2)) = 0 implies the existence of a cyclic
N -isogeny E1 → E2 over K [Col22, Theorem 2.31] [Sut22, Remark 20.5].

36Note that there are ℓ+1 separable isogenies of degree ℓ (not necessarily defined over K) from E to other curves (some of these
isogenies may map to the same image curve), because there are ℓ + 1 different (cyclic) order ℓ subgroups of E[ℓ] = Z/ℓZ⊕Z/ℓZ:
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of the elliptic curves E2 over K that are ℓ-isogenous to E1 [BSS00, §III.8] [Hus04, Assertion 11.9.5] [Gal12,
§25.1]. For example, SageMath uses this to list all (separable) 2-isogenies from E : y2 = x3 + x over F23 and
F232 [Ban+19, Corollary 2.5]:

193sage: E0. isogenies_prime_degree (2) #we don ’t get all three
194[ Isogeny of degree 2 from Elliptic Curve defined by y^2 = x^3 + x over Finite

Field of size 23 to Elliptic Curve defined by y^2 = x^3 + 19*x over Finite
Field of size 23]

195sage: E0. change_ring (GF (23^2) ). isogenies_prime_degree (2) #we get all three
196[ Isogeny of degree 2 from Elliptic Curve defined by y^2 = x^3 + x over Finite

Field in z2 of size 23^2 to Elliptic Curve defined by y^2 = x^3 + 19*x over
Finite Field in z2 of size 23^2 , Isogeny of degree 2 from Elliptic Curve
defined by y^2 = x^3 + x over Finite Field in z2 of size 23^2 to Elliptic
Curve defined by y^2 = x^3 + 11*x + (16* z2 +7) over Finite Field in z2 of size
23^2 , Isogeny of degree 2 from Elliptic Curve defined by y^2 = x^3 + x over
Finite Field in z2 of size 23^2 to Elliptic Curve defined by y^2 = x^3 + 11*x
+ (7* z2 +16) over Finite Field in z2 of size 23^2]

Next, if N = N ′N ′′ with gcd(N ′, N ′′) = 1, we have an identification [Sai14, p. 22]

M0(N ′N ′′)(T ) =


isomorphism classes of triples (E,C ′, C ′′), such that
E is an elliptic curve over T ,
C ′ is its cyclic subgroup scheme of order N ′, and
C ′′ is its cyclic subgroup scheme of order N ′′

 (14)

In particular, for N = Mp such that M ≥ 1 is an integer relatively prime to p, we get the following
identification for a scheme T over Fp

M0(Mp)Fp(T ) =


isomorphism classes of triples (E,C ′, C ′′), such that
E is an elliptic curve over T ,
C ′ is its cyclic subgroup scheme of order M , and
C ′′ is its cyclic subgroup scheme of order p

 (15)

Then define a Frobenius morphism of functors F :M0(Mp)Fp
→M0(Mp)Fp

by associating the isomorphism
class of a pair (E,C) with the isomorphism class of (E(p), C(p)), where E(p) and C(p) are defined as the fiber
products E ×T T and C ×T T by the absolute frobenius morphism π : T → T [Sai14, p. 23]. Also, let V :
M0(Mp)Fp →M0(Mp)Fp be the dual Verschiebung morphism defined by associating the isomorphism class
of a pair (E(p), C(p)) with the isomorphism class of (E,C). We can then define a morphism of functors over Fp,
jF :M0(M)Fp

→M0(Mp)Fp
by associating to the isomorphism class of a pair (E,C) the isomorphism class

of (E,C, kerF ). We can also define jV :M0(M)Fp
→M0(Mp)Fp

by associating to the isomorphism class of a
pair (E,C) the isomorphism class of (E(p), C(p), kerV ) [DR73, p. V.1.15] [Sai14, p. 23]. Then the morphisms
jF , jV :M0(M)Fp →M0(Mp)Fp over Fp induce closed immersions jF , jV : Y0(M)Fp → Y0(Mp)Z, such that
the fiber Y0(Mp)Fp = YF ∪ YV and YF = Y0(M)Fp for YF = jF (Y0(M)Fp) and YV = jV (Y0(M)Fp) [DR73,
Théorème V.1.16] [Sai14, Theorem 8.32(4)]. Furthermore, since the closures YF , YV of the images of the
closed immersions jF , jV : Y0(M)Fp

→ Y0(Mp)Z are regular at the cusps, both are isomorphic to X0(M)Fp
.

Thus the closed immersions jF and jV extend to closed immersions jF , jV : X0(M)Fp → X0(Mp)Fp such that
X0(Mp)Fp = YF∪YV

∼= X0(M)Fp∪X0(M)Fp [Sai14, Theorem 8.63(3)]. In particular, for M = 1, X0(p)Fp(Fp)
is the union of two copies of P1

Fp
, as predicted by the Kronecker’s congruence relation for modular polynomial

Φp [DR73, Théorème VI.6.9(ii), Example VI.6.16] [KM85, Introduction] [Mor91, Figure 5.10] [DDT95, §1.5]
[Elk98, §4] [Loe14, §2.2].

We define a subfunctor M0(M)ss
Fp

of M0(M)Fp (p ∤M) by associating to a scheme T over Fp the set

M0(M)ss
Fp

(T ) =

isomorphism classes of pairs (E,C), such that
E is a supersingular elliptic curve over T and
C is its cyclic subgroup scheme of order M

 (16)

https://proofwiki.org/wiki/Non-Cyclic_Group_of_Order_p%5E2_has_p%2B3_Subgroups
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where for a field K of characteristic p and T = SpecK we recover the definition of supersingular elliptic
curves over K from §1.1.1 [Sai14, §8.1, eq. 8.29]. Then YF ∩ YV = YF ∩ YV is the coarse moduli Y0(M)ss

Fp
of

M0(M)ss
Fp

[Sai14, Theorems 8.32(4) and 8.63(3)]. That is, coincidentally37, the points on the modular curve
Y0(Mp)Fp

(p ∤ M) corresponding to supersingular elliptic curves coincide with the singular points of this
modular curve. Therefore, X0(Mp)Fp can be viewed as two copies of X0(M)Fp glued at the “supersingular
points” [DR73, Variante V.1.18] [KM85, Theorem 12.4.5, §13.1.6] [Wei13] [Has97, Fig. 1] [RS17, Figure
12.6.1] [Ari19, §2.1]. We can then define the module of divisors on the modular curve X0(Mp)Fp

over Fp

supported at supersingular points38. That is, for N = Mp, we define supersingular module MN = ⊕SZ[S]
where S is taken over all supersingular points of X0(M)Fp

in characteristic p [Mes86, §2.1] [Rib90, Proposition
3.1] [Déc98, §2.3] [Koh01, §3.1] [Eme02, §3].

In particular, for M = 1, since X0(p)Fp = YF ∪ YV is connected39, we have YF ∩ YV = Y0(1)ss
Fp
̸= ∅.

Moreover, we have 
isomorphism classes
of supersingular
elliptic curves over Fp

 =M0(1)ss
Fp

(Fp) = Y0(1)ss
Fp

(Fp)

with #Y0(1)ss
Fp

(Fp) = g0(p) + 1 [Ogg75a, eq. 14] [Sai14, Corollary 8.64]. Therefore, the number isomorphism
classes of supersingular elliptic curves in characteristic p is precisely one more than the genus of the modular
curve X0(p) [DR73, Corollaire VI.6.11] [Ogg80, eq. 18] [DI95, §9.3] [Elk98, §4] [Voi05, Proposition 3.1]
[Cla05, Lecture 1, p. 9] [DJP14, §2.2] [Sou16, §4.1.2]. Finally, combining this with (13) we obtain (9). For
example, S23 = 1 + g0(23) = 1 + 2 = 3 [RS17, Example 13.5.3], and we can use SageMath to verify this:

197sage: SM = SupersingularModule (23)
198sage: SM
199Module of supersingular points on X_0 (1)/F_23 over Integer Ring
200sage: SM. dimension () #the number of supersingular points
2013

Using (14), for N = N ′N ′′ with gcd(N ′, N ′′) = 1, we can associate to the isomorphism class of
triples (E,C ′, C ′′) the isomorphism class of triples40 (E/C ′, E[N ′]/C ′, (C ′′ + C ′)/C ′), to obtain a mor-
phism of functors wN ′ : M0(N ′N ′′) → M0(N ′N ′′) called Atkin-Lehner involution, where w2

N ′ is the iden-
tity [Sai14, pp. 22-23] [DR73, §IV.4.4]. We can similarly define wN ′′ . In particular, for N = Mp as in
(15), we have the Atkin–Lehner involution wp : X0(Mp)Fp

→ X0(Mp)Fp
. Note that wp(E,C, kerF ) =

(E/ kerF,E[p]/ kerF, (C + kerF )/ kerF ) = (E(p), C(p), kerF ). In particular, the action of wp on super-
singular points X0(M)ss

Fp
(Fp) equals the action of F . Moreover, wp permutes irreducible components41 of

X0(Mp)Fp
and F preserves irreducible components [DR73, §VI.6.1] [Ogg75a, §3] [Sai14, p. 100]. There-

fore, we recover the familiar fact that all supersingular points of X0(M)ss
Fp

are defined over Fp2 [Ogg80, §4]
[Mes86, §2.1]. Furthermore, wp exchanges each supersingular point which is properly Fp2-rational with
its conjugate, while it fixes each Fp-rational supersingular point [HH96, Appendix C]. We then write
#X0(M)ss

Fp
(Fp) = rp(M) + 2sp(M), where rp is the number of points rational over Fp, and sp is the number

of conjugate pairs in Fp2 \ Fp [Ogg80, eq. 20]. In particular, for M = 1, we get that 1 + g0(p) = rp + 2sp

[Ogg75a, §3]. Therefore, the quotient42 X+
0 (p) := X0(p)/wp is a line with sp ordinary double points [HH96,

Fig. 1]. That is, the genus g+
0 (p) of X+

0 (p) is sp, and 2g+(p) is the number of supersingular j-invariants in
37The term “supersingular” was not defined defined to justify this relation with “singular” points. We will discuss the origin

of this term in §1.3.
38We will learn to find these supersingular points in §1.3.
39Note that by [Sai14, Theorem 8.63(1)] each fiber of X0(N)Z is connected.
40Since E is an elliptic curve over T and N is a positive integer, the multiplication-by-N morphism [N ] : E → E is characterized

by the condition that for any scheme S over T , the induced mapping [N ] : E(S) → E(S) is the multiplication-by-N mapping
of the commutative group E(S) [Sai13, Proposition 1.26]. Moreover, the kernel E[N ] = [N ]−10 of the multiplication-by-N
morphism [N ] : E → E is the fibered product over E of [N ] : E → E and the 0-section: T → E [Sai13, Corollary 1.27].

41In other words, wp maps a cyclic p-isogeny E → E′ to the dual isogeny E′ → E [Jao03, p. 2] [DR73, §IV.4.5].
42In other words, the quotient space X+

0 (p) parametrizes cyclic p-isogenous curves {E, E′} instead of p-isogenies E → E′

[Jao03, p. 2].
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Fp2 \ Fp [Ogg75a, eq. 15]. On the other hand, using the Riemann-Hurwitz formula we get

g+
0 (p) = g0(p) + 1

2 − ν(wp)
4

where ν(wp) is the number of fixed points of wp [Ogg74, §§1, 2] [Ogg75a, eq. 2, 3] [Ogg75b, eq. 8, 9] [Ken77]
[Ogg80, eq 15] [FH99, §1] [Col22, pp. 59–60]. Therefore, g+

0 (p) = 0 iff g0(p) = 0, i.e. p ∈ {2, 3, 5, 7, 13}
[Inc23, A091401]; or g0(p) = 1, i.e. p ∈ {11, 17, 19} [Inc23, A091403]; or g0(p) ≥ 2 such that wp is equal to
hyperelliptic involution43, i.e. p ∈ {23, 29, 31, 41, 47, 59, 71} [Inc23, A276182]; [Ogg75a, Corollaire] [Ogg80,
eq. 24] [Jao03, §2.2] [Col22, Corollary 2.50]. Moreover, these fifteen primes

S := {2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 41, 47, 59, 71}

form the set of supersingular primes44 because all the supersingular j-invariants in characteristic p ∈ S are
in the prime field Fp [Ogg75a, eq. 16] [Ari19] [Haj23, Remark 3.0.1] [Inc23, A002267]. For example, since
23 ∈ S, we expect all the j-invaraints to lie in F23, as verified using SageMath:

202sage: SM. supersingular_points () [0] #the list of supersingular j- invariants
203[3, 19, 0]

Furthermore, from the example following (9), we know that the isomorphism classes of supersingular
elliptic curves are represented by E1 : y2 = x3 + x, E2 : y2 = x3 + 1 and E3 : y2 = x3 − 4x2 + 3x. We can
use SageMath to match them with the j-invariant labels listed above:

204sage: E0. j_invariant ()
2053
206sage: EllipticCurve (GF (23) , [0 , -4 ,0 ,3 ,0]). j_invariant ()
20719
208sage: EllipticCurve (GF (23) , [0 ,0 ,0 ,0 ,1]). j_invariant ()
2090

Moreover, since g0(23) = 2, X0(23)(C) has a hyperelliptic equation45 over Q given by y2 = f(x) where

f(x) = x6 − 8x5 + 2x4 + 2x3 − 11x2 + 10x− 7 = (x3 − x+ 1)(x3 − 8x2 + 3x− 7)

This equation can be computed by various methods46 [Mur92, Table 1] [Shi95, §4] [Gal96, Table 3] [Sch12,
§1]. However, for genus 2 curves we can’t have a non-singular47 model in P2

C. Therefore, we generally use a
plane hyperelliptic equation which represents the image of a projection X0(23)(C)→ P2

C such that the image
curve in P2

C has a single singularity at infinity [Gal96, p. 5 and 10] [Gal12, §10.1]. We can verify this using
SageMath:

210sage: R.<x> = QQ[] # polynomial ring
211sage: H = HyperellipticCurve (x^6 - 8*x^5 + 2*x^4 + 2*x^3 - 11*x^2 + 10*x - 7)
212sage: H

43A curve C over K, of genus g ≥ 2, is hyperelliptic if it has a function F : X → P1
K of degree 2, i.e. it has a hyperelliptic

involution v such that C/v is of genus 0 [Ogg75a, p. 7-02] [Mir95, Prop III.4.11] [Gal96, §2.6] [Liu06, Definition 7.4.27, Prop
7.4.29] [Gal12, Definition 10.0.1]. There are only eight primes for which the modular curve X0(p) is hyperelliptic, and among
these only p = 37 has exceptional hyperelliptic involution [Ogg74, Theorem 2] [Ogg80, §5] [Col22, Prop 2.51] [BM23, §10].

44There are two notions of “supersingular prime”: one is absolute, and one is relative to a fixed elliptic curve. What we defined
here is an absolute notion, a list of fifteen primes. Later, in §1.3, we will define the relative notion. In fact, the supersingular
primes for elliptic curves over Q is not finite. Also see this discussion on MathOverflow: https://mathoverflow.net/a/1339.

45Let C be a hyperelliptic curve of genus g over a field K. Then y2 + h(x)y = f(x), f(x), h(x) ∈ k[x] with 2g + 1 ≤
max{2 deg(h), deg(f)} ≤ 2g + 2 is called a hyperelliptic equation of C [Mir95, Def III.1.8] [Gal96, §2.6] [Liu06, Def 7.4.32].

46We can also get the hyperelliptic model y2 = g(x) where g(x) = f(x + 2) = x6 + 4x5 − 18x4 − 142x3 − 351x2 − 394x − 175 =
(x3 − 2x2 − 17x − 25)(x3 + 6x2 + 11x + 7) [Rov91, §4.3, p. 794] [FM99, Table 5.4, p. 44]. For a general discussion on finding
equations for modular curves, see [Mes86, Appendice] [Elk98, §4], [Col22, §2.2.7, Appendix A] and [Roe23].

47A plane curve has a degree d and if it is smooth its genus is then g = 1
2 (d−1)(d−2) [Liu06, Example 7.3.22]. However, since

most integers are not of the form 1
2 (d − 1)(d − 2), most smooth curves are non-planar. That is, no smooth curve of genus 2 is

planar [Mir95, Proposition VII.1.10] [Liu06, Proposition 7.4.9]. Moreover, genus 3 hyperelliptic curves are non-planar because
they have degree either 7 or 8 [Mir95, Proposition VII.2.5].
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213Hyperelliptic Curve over Rational Field defined by y^2 = x^6 - 8*x^5 + 2*x^4 + 2*
x^3 - 11*x^2 + 10*x - 7

214sage: #H. is_singular () will always return False because HyperellipticCurve
constructor ensures that there are no unwanted singularities

215sage: from sage. schemes . curves . projective_curve import ProjectivePlaneCurve
216sage: ProjectivePlaneCurve . is_singular (H)
217True
218sage: from sage. schemes . curves . affine_curve import AffineCurve
219sage: AffineCurve . is_singular (H. affine_patch (2))
220False
221sage: plot(H) # affine plot over real numbers instead of rationals
222Graphics object consisting of 1 graphics primitive

10 5 5 10

10

5

5

10

Figure 6: Note that f(x) = 0 has two real roots and the curve does not exist between them.

1.1.3 Drawing graphs

Let ℓ be a prime different from p. The supersingular ℓ-isogeny graph48 in characteristic p is the directed
multigraph Gℓ(p) whose vertices belong to the set of supersingular points {j ∈ Fp2 | E(j) is supersingular}
where E(j) is the curve defined by the equation49

y2 + xy = x3 − 36
j − 1728x−

1
j − 1728 if j ̸= 0, 1728,

y2 + y = x3 if j = 0,
y2 = x3 + x if j = 1728,

and the number of directed edges from j to j′ is equal to the multiplicity of j′ as a root of Φℓ(j, Y ) in Fp2

[GV18, §6] [Ban+19, Definition 2.1]. That is, the vertex set of Gℓ(p) corresponds to the Fp-isomorphism
classes of supersingular elliptic curves over Fp, and every edge [j, j′] corresponds to a cyclic ℓ-isogeny E(j)→
E(j′) over Fp [Arp+21, Definition 2.2].

Note that, from (9) we get that Gℓ(p) has approximately p/12 vertices. Moreover, since Φℓ(j, Y ) is a
(ℓ + 1)-degree polynomial in Y , every vertex of Gℓ(p) has outgoing degree ℓ + 1. Furthermore, Gℓ(p) is

48This is a special case of the more general definition given in [Sut13] [Sut22, Lecture 22, Problem 12.3].
49Note that in characteristic 2 or 3 we have 1728 = 0, so even in these cases one of the two curves will be nonsingular and

fill in the missing value of j [Sil09, Proposition III.1.4(c)] Furthermore, for p ≥ 5, j = 0 is supersingular iff p ≡ 2 (mod 3) and
j = 1738 is supersingular iff p ≡ 3 (mod 4) [Sil09, Examples V.4.4, V.4.5].
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connected50 because ℓ+ 1 has multiplicity 1 as an eigenvalue of the adjacency matrix of Gℓ(p) [Mes86, §2.4].
Therefore, for all primes ℓ, the diameter of Gℓ(p) is O(log p), where the constant in the bound is independent
of ℓ, i.e. the shortest path between any two vertices has length O(log p) [Koh96, Theorem 79]. For example,
we can use SageMath to draw G2(23) [vdLaa18, §7.1] [GV18, Figure 1 and 2] [Ban+19, §6]:

223sage: M = SM. hecke_matrix (2) #the action of the Hecke operator T_2 on S
224sage: M
225[1 2 0]
226[1 1 1]
227[0 3 0]
228sage: SM. supersingular_points () [1] #rows and column indexes of M follow this

ordering
229{3: 0, 19: 1, 0: 2}
230sage: G = DiGraph (M, format =’adjacency_matrix ’)
231sage: GG = G. graphplot (pos=dict(zip(G, [[-1,0], [1,0], [0 , -2]])), vertex_labels =

dict(zip(G, [’3’, ’19’, ’0’])), vertex_size =4000 , dist =2, loop_size =0.2 ,
edge_thickness =2)

232sage: GG.plot ()
233Graphics object consisting of 15 graphics primitives

Figure 7: Supersingular 2-isogeny graph in charateristic 23

1.2 ℓ-Brandt graphs
1.2.1 Quaternion algebras

A quaternion algebra B over K is a central simple K-algebra51 with dimF B = 4 (as a K-vector space) [Déc98,
Definition 1.3] [Voi13, Definition 1.9] [Mar17, Definition 3.1.1] [Ver23, §2.3.3]. Then, either B ∼= M2(K)
(matrix K-algebra), called split, or B is a skew field (division K-algebra) [Déc98, Lemma 1.30] [Voi21,

50The number of connected components of a m-regular graph G is the dimension of the eigenspace for m in the adjacency
matrix for G [DSV03, Proposition 1.1.2] [BH12, Proposition 1.3.8] [Mar14, Proposition 3.2.12]. The adjacency matrix of Gℓ(p)
defines the action of the Hecke operator Tℓ, and the 1-dimensional space of Eisenstein series is the eigenspace for ℓ + 1 (regular
out-degree) [Koh96, Note on p. 89].

51That is, B is an associative ring with 1 equipped with an embedding K ↪→ B of rings (taking 1 ∈ K to 1 ∈ B) whose image
lies in the center of B, i.e. K ⊆ Z(B) := {α ∈ B | αβ = βα ∀ β ∈ B}; we identify K with its image under this embedding. Here
B is central, i.e. Z(B) = K; and simple, i.e. the only two-sided ideals of B are ⟨0⟩ and B (or equivalently that any K-algebra
homomorphism with domain B is either the zero map or injective). Moreover, a 4-dimensional central division K-algebra is
isomorphic to a quaternion algebra [GS17, Proposition 1.2.1] [Voi21, Cor 7.1.2, Prop 7.6.1.].
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Proposition 7.6.2]. In particular, if K is an algebraically closed field then B ∼= M2(K) [Déc98, Theorem
1.32] [GS17, Corollary 2.1.7].

Moreover, B is a quaternion algebra iff there is a separable quadratic K-algebra52 A for which there exists
b ∈ K× and j ∈ B such that B = A⊕ Aj as a left K-vector space with basis {1, j} with the multiplication
rules j2 = b and jα = αj for α ∈ A, where is the standard involution53 on A [Déc98, Remark, pp. 4–5]
[AB04, p. 2] [Voi13, Lemma 2.11] [Voi21, Definition 6.1.5]. We use the notation, B := (A, b | K), such that
(A, b | K) ∼= (A, b′ | K) iff b/b′ ∈ NmA/K(A×) [Voi21, Cor 7.6, Def 16.4.1]. Thus, the maximal subfields of a
quaternion algebra are quadratic [Mar17, Exercise 3.1.2] [Voi21, Corollary 7.7.11] [Ver23, Figure 2.2].

Let B be a quaternion algebra over a local field54 K. Then the classification theorem of quaternion
algebras over local fields states that, up to K-algebra isomorphism, we have

B ∼= H := (C,−1 | R) or B ∼= M2(R) if K = R = Q∞

B ∼= M2(C) if K = C
B ∼= (Kun,2, ϖ | K) or B ∼= M2(K) if K is nonarchimedean

where Kun,2 is the unique quadratic unramified55 extension of K and ϖ is the uniformizer of K [Déc98,
§1.3] [AB04, p. 2] [Mar17, §5.1] [Voi21, §12.3, 13.3]. For example, the unique division quaternion algebra B
over Qp, up to isomorphism, is given by B ∼= (Qp2 , p | Qp), where Qp2 is the unique unramified quadratic
extension56 of Qp [Voi21, §13.1].

Let B be a quaternion algebra over a global field57 K with the set of places Pl(K). We say that
B is ramified (unramified/split) at v ∈ Pl(K) if Bv := B ⊗K Kv is a division Kv-algebra (matrix Kv-
algebra), where Kv is the local field that is completion58 of K with respect to v [Déc98, Definition 1.48]
[AB04, Definition 1.7] [Voi21, Definition 14.5.1, Remark 14.5.2]. Note that, as per the discussion in previous
paragraph, B can only ramify at non-complex. Let Ram(B) denote the set of ramified places of B. Then
the classification theorem of quaternion algebras over global fields states that Ram(B) is a finite set of even
cardinality that uniquely determines B up to K-isomorphism, and every such set occurs [Déc98, Theorem
1.52] [AB04, Theorem 1.8] [Voi21, Main Theorem 14.6.1]. We define the discriminant59 disc(B) of B to be
the product of prime ideals corresponding to the finite places in Ram(B) [Déc98, Definition 1.50] [AB04,
Definition 1.9] [Voi21, Definition 14.5.4]. That is, two quaternion K-algebras are isomorphic if and only if
they have the same discriminant [GV11, Algorithm 4.1] [Voi21, Proposition 14.2.7]. Moreover, if K is a
totally real number field then we say that B is definite if all real places of K are ramified in B, otherwise, we
say B is indefinite [AB04, Definition 1.17] [Voi21, Definition 14.5.7]. For example, for K = Q, the definite
or indefinite classification of a quaternion Q-algebra B can be read off from the discriminant disc(B), i.e.
an odd number of factors of disc(B) corresponds to the definite case, and an even number to the indefinite
case [AB04, p. 5].

Finally, we give a concrete description of a quaternion K-algebra B [Déc98, Remark, p. 5]. Using this
characterization, we can show that any quaternion algebra over a finite field is split [Voi21, Exercises 3.16,

52That is, A is an associate K-algebra such that dimK A = 2 (i.e. commutative [Voi21, Lemma 3.4.2]) and A ⊗K K ∼= K × K
[Voi21, §6.1][Rei03, §7c].

53An involution : A → A is a K-linear map which satisfies: (1) 1 = 1; (2) α = α for all α ∈ A; and (3) αβ = βα [Voi21,
Definition 3.2.1]. An involution is standard if αα ∈ K for all α ∈ A [Voi21, Definition 3.2.4]. Moreover, since A is a quadratic
K-algebra, it has a unique standard involution [Voi21, Lemma 3.4.2].

54The archimedian local fields are R and C. The nonarchimedean local fields are the finite extensions of the Qp (characteristic
0) and Fp((t)) (characteristic p). Note that Qp and Cp are not local fields because the valuation is not discrete [Cre19, p. 25].

55Let R be a complete discrete valuation ring with the field of fractions K, L be a finite separable extension of K (also a
complete discrete valuation field), and S be the integral closure of R in L. If the unique nonzero prime ideal of the valuation
ring S of L is unramified over K, we say that L is an unramified extension of K [KKS11, Proposition 6.54] [Voi21, Definition
13.2.3]. In particular, if K is a complete discrete valuation field whose residue field k is a finite field, then for all f ∈ Z≥1, there
is a unique unramified extension Kun,f of K of degree f and such a field corresponds to the unique extension of the residue
field k of degree f [KKS11, Corollary 6.55] [Voi21, Rem 13.2.5].

56Qp has a unique unramified extension of degree f for each f , obtained as the splitting field of xpf − x, i.e. by adjoining the
pf − 1th roots of unity. It is common to write Kun,f = Qpf for K = Qp since the residue field of Kun,f here is Fpf [Neu99,
Proposition II.7.12].

57They are fields whose completions are local fields and which satisfy a product formula [Sut17, Lecture 13] [DS12, §4.2].
58This is the completion in the sense of Cauchy sequences of K with respect to the valuation corresponding to the place v

[Déc98, Definition 1.46] [KKS11, §6.2(d)].
59This is the analogue of the fact that the discriminant ideal of a number field extension is divisible by ramifying primes

[Neu99, Proposition I.8.4, Corollary III.2.12].
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5.4, 6.16]. If charK = 2, then a quadratic K-algebra A is separable if and only if A ∼= K[T ]/⟨T 2 + T + a⟩
for some a ∈ K. That is, if we let A = K[i] ∼= K[T ]/⟨T 2 + T + a⟩, then (A, b | K) ∼= [a, b | K), where

[a, b | K) := ⟨i, j | i2 + i = a, j2 = b, ij = j(i+ 1)⟩

for a ∈ K and b ∈ K× [Voi13, Eq. 1.11] [GS17, Remark 1.1.8] [Voi21, Definition 6.2.1, Theorem 6.4.11]. For
example, [1, 1 | K) ∼= M2(K) [Voi21, Example 6.2.3]. Moreover, B has a unique standard involution given
by

: B → B

α := t+ xi+ yj + zij 7→ (t+ x) + xi+ yj + zij := x+ α

On the other hand, if charK ̸= 2, then a quadratic K-algebra A is separable if and only if A ∼= K[T ]/⟨T 2−a⟩
for some a ∈ K×. That is, if we let A = K[i] ∼= K[T ]/⟨T 2 − a⟩, then (A, b | K) ∼= (a, b | K), where

(a, b | K) := ⟨i, j | i2 = a, j2 = b, ij = −ji⟩

for a, b ∈ K× [Voi13, Eq. 1.10] [GS17, Definition 1.1.1, Lemma 1.2.2] [Cla05, Lec 4, Prop 3] [Voi21,
Proposition 2.3.1, Main Theorem 5.4.4]. For example, H ∼= (−1,−1 | R) and (1, b | K) ∼= (1, 1 | K) ∼= M2(K)
[Voi21, Examples 2.2.3, 2.2.4, Corollary 2.3.6]. Moreover, B has a unique standard involution given by

: B → B

α := t+ xi+ yj + zij 7→ t− xi− yj − zij

We call the set {1, i, j, ij} a quaternion basis of B. Consequently, we can define a reduced trace and reduced
norm on B as [Voi21, Definition 3.3.9]

trd : B → K nrd : B → K

α 7→ α+ α α→ αα

The maps trd and nrd are reduced with respect to algebra trace and norm, respectively [Voi21, Remark 3.3.8].
That is, TrB/K(α) = 2 trd(α) and NmB/K(α) = nrd(α)2 [Voi21, ¶16.4.8]. In particular, if B = M2(K) then
trd(α) = tr(α) and nrd(α) = det(α). Observe that, trd is K-linear and nrd is multiplicative. Moreover, we
can define K-subspace B0 ⊆ B and the subgroup B1 ≤ B× as [Voi21, Eq. 3.3.5]

B0 := {α ∈ B | trd(α) = 0} B1 := {α ∈ B× | nrd(α) = 1}

However, [a, b | K) is not symmetric in a, b, whereas (a, b | K) ∼= (b, a | K) is symmetric [Voi21, §2.2, 6.2,
Exercises 2.4, 6.6]. Furthermore, for charK ̸= 2, we can perform computations using SageMath:

234sage: B.<i,j,k> = QuaternionAlgebra (-1,-23) #k=ij
235sage: B
236Quaternion Algebra (-1, -23) with base ring Rational Field
237sage: B.basis ()
238(1, i, j, k)
239sage: B. is_division_algebra ()
240True
241sage: B. discriminant () # principal ideal generated by product of ramified primes
24223
243sage: B. ramified_primes () # definite quaternion algebra
244[23]
245sage: alpha = 1/2 + 2/3*i - 3/4*j + 5/7*k
246sage: alpha. conjugate () # standard involution
2471/2 - 2/3*i + 3/4*j - 5/7*k
248sage: alpha. reduced_trace ()
2491
250sage: alpha. reduced_norm ()
251178987/7056
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We will end our discussion with explicit presentations of definite quaternion algebras Bp,∞ over Q with
disc(Bp,∞) = p, i.e. Ram(Bp,∞) = {p,∞} [Piz80, Proposition 5.1] [PL17, Proposition 1] [Eis+18, Proposition
1] [Voi21, Example 14.2.13]

1. if p = 2 then Bp,∞ = (−1,−1 | Q);

2. if p ≡ 3 (mod 4) then Bp,∞ = (−1,−p | Q); and

3. if p ≡ 1 (mod 4) then Bp,∞ = (−ℓ,−p | Q) where ℓ ≡ 3 (mod 4) is a prime such that
(
ℓ

p

)
= −1. In

particular,

(a) if p ≡ 5 (mod 8) then Bp,∞ = (−2,−p | Q); and

(b) if p ≡ 1 (mod 8) then Bp.∞ = (−ℓ,−p | Q) where ℓ ≡ 3 (mod 4) is a prime such that
(
ℓ

p

)
= −1.

Explicit presentations of indefinite quaternion algebras over Q with specified discriminant are also known
[AB04, Proposition 1.25, Table A.2, A.3]. We can also use SageMath to get these quaternion algebras from
the discriminant:

252sage: B == QuaternionAlgebra (23) #23 = 3 mod 4
253True
254sage: QuaternionAlgebra (5)
255Quaternion Algebra (-2, -5) with base ring Rational Field
256sage: QuaternionAlgebra (-3,-5) == QuaternionAlgebra (5)
257False
258sage: QuaternionAlgebra (-3,-5). discriminant ()
2595

1.2.2 Quaternion orders

Let R be a Dedekind domain60, K = FracR its field of fractions61 and B be a quaternion K-algebra.
A quaternion order62 O is an R-algebra63 that is finitely-generated torsion free R-module with B =

O ⊗R K [Voi13, p. 260] [Voi21, ¶10.2.2]. When we want to specify R we may say “R-order in B” [Mar17,
p. 114]. Equivalently, O ⊆ B is an R-order iff O is a ring whose elements are integral64, contains R and
O ⊗R K = B [Déc98, Lemma 1.18] [AB04, Proposition 1.30] [Voi21, Lemma 10.3.7]. However, the set of
all integral elements need not form an order. For example, for B = M2(Q) we can find integral elements
α, β ∈ B such that neither α + β nor αβ are integral [Déc98, pp. 9–10] [Cla05, Lec 9, Example 1] [Mar17,
Example 4.1.2] [Voi21, Example 10.1.1]. If O,O′ ⊆ B are R−orders, then O,O′ are said to be of the same
type if they are isomorphic as R-algebras [Voi21, Lemma 17.4.2]. Equivalently, R-orders O,O′ are of the
same type iff there exists α ∈ B× such that O′ = α−1Oα [Voi21, Definition 17.4.1]. The type set Typ(O) of

60In general, we can work with noetherian domains, as in [Rei03, Chapter 2] [Voi13, §1] [Voi21, Chapters 9, 10]. However,
we are primarily concerned with projective R-modules and if R is a Dedekind domain, then a finitely generated torsion free
R-module is automatically projective [Cla15, Corollary 7.24, Theorem 20.15].

61Every field of characteristic zero is the field of fractions of some integral domain which is not a field, like Q = FracZ =
FracZ[1/2] = FracZ[a/b], Q(

√
d) = FracZ[

√
d], and Qp = FracZp. In general, if K is a field of characteristic zero with a

transcendence basis (Xi) over Q then K = Frac R where R is the integral closure of Z[{Xi}] in K (R ̸= K since integral
extensions preserve dimension), see https://math.stackexchange.com/a/497287/. In particular, algebraic number field is the
field of fractions of its ring of integers (Dedekind domains), see https://math.stackexchange.com/a/291679. Moreover, C is
isomorphic to the field of fractions of the integral closure of C[t] in the algebraic closure of its field of fractions, see https://math.
stackexchange.com/a/415248/. It is also possible to realize R as a field of fractions, see https://mathoverflow.net/q/67704/.
On the other hand, a field of characteristic p > 0 is the field of fractions of some integral domain which is not a field if and only
if it is not an algebraic extension of its prime field, see https://math.stackexchange.com/a/4769641/.

62It is the analogue of an order of a number field [Neu99, Definition I.12.1]. Not to be confused with the order theory language
[Cla15, §2.1].

63An R-algebra O is an associative ring with 1 equipped with an embedding R ↪→ O of rings (taking 1 ∈ R to 1 ∈ O) whose
image lies in the center of O; we identify R with its image under this embedding.

64Here, α ∈ B is integral over R if and only if trd(α), nrd(α) ∈ R [Déc98, Lemma 1.16] [Voi21, Corollary 10.3.6].
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O is the set of isomorphism classes of orders. Furthermore, the genus Gen(O) of O is the set of R-orders in
B locally isomorphic to O [Voi21, Definition 17.4.5, 17.4.8].

We define the reduced discriminant65 discrd(O) := nrd(diff(O)), where

diff(O) := codiff(O)−1 = {α ∈ B | codiff(O)α codiff(O) ⊆ codiff(O)}; and
codiff(O) := {α ∈ B | trd(αO) ⊆ R}

i.e. discrd(O) is the reduced norm66 of diff(O) [AB04, Definition 1.31] [Cla05, Lec 9, §1.1] [Mar17, §6.1]
[Voi21, ¶16.8.3]. The orders in a genus have a common reduced discriminant, because the reduced discrimi-
nant is well-behaved under automorphisms [Voi21, ¶17.4.9]. When working over R = Z, it is common to take
the discriminant instead to be the positive generator of the discriminant as an ideal [Voi21, Remark 15.2.4].
Moreover, if we have R-orders O ⊇ O′ then discrd(O) ⊇ discrd(O′) with O = O′ iff discrd(O) = discrd(O′)
[AB04, Proposition 1.32] [Cla05, Lec 9, Proposition 5] [Mar17, Proposition 6.1.3] [Voi21, Lemma 15.5.1].

Therefore, there exists a maximal R-order O ⊆ B and we can use the reduced discriminant to detect
when orders are maximal [Rei03, Corollary 10.4] [Voi21, Proposition 15.5.2]. Moreover, there is a unique
genus of maximal R-orders in a quaternion algebra B, i.e. every two maximal orders are locally isomorphic
[Voi21, ¶17.4.10]. If K is a nonarchimedean local field, R is its valuation ring and B ∼= (Kun,2, ϖ | K) is the
division algebra, then B has a unique maximal order O ∼= S⊕Sj where S is the valuation ring of Kun,2, with
discrd(O) = ϖR [AB04, Lemma 1.45] [Mar17, Theorem 4.3.2] [Voi21, Proposition 13.3.4, Theorem 13.3.11,
¶15.2.12]. On the other hand, if K is a local field with B ∼= M2(K) split, then every maximal R-order
O is conjugate in B to M2(R) with discrd(O) = R [AB04, Lemma 1.46] [Mar17, Theorem 4.2.7] [Voi21,
Corollary 10.5.5, ¶23.2.3]. Moreover, if K is a global field then O is a maximal order iff discrd(O) = disc(B)
[Piz80, Proposition 1.1] [Koh96, Proposition 42] [AB04, Proposition 1.50] [Mar17, Corollary 6.1.14] [Voi21,
Theorem 15.5.5]. We can use this for computing maximal orders of quaternion algebras when K is a number
field [Voi13, §7]. For example, for quaternion algebras Bp,∞ over Q we know following explicit examples of
maximal orders [Has80, Proposition 4] [Piz80, Proposition 5.2] [Koh+14, Lemma 2, 3, 4] [Mar17, Theorem
6.1.15] [PL17, Proposition 1] [Eis+18, Proposition 1] [Voi21, Example 15.5.7]

1. if p = 2 then O = Z
〈

1, i, j, 1 + i+ j + k

2

〉
for i2 = j2 = −1 and k = ij;

2. if p ≡ 3 (mod 4) then O = Z
〈

1, i, 1 + j

2 ,
i+ k

2

〉
for i2 = −1, j2 = −p and k = ij; and

3. if p ≡ 1 (mod 4) then O = Z
〈

1, 1 + j

2 ,
i+ k

2 ,
cj + k

ℓ

〉
for c ∈ Z such that c2 ≡ −p (mod ℓ), i2 = −ℓ,

j2 = −p and k = ij, where ℓ ≡ 3 (mod 4) is a prime such that
(
ℓ

p

)
= −1. In particular,

(a) if p ≡ 5 (mod 8) then O = Z
〈

1, i, 1 + j + k

2 ,
1 + 2j + k

4

〉
for i2 = −2, j2 = −p and k = ij; and

(b) if p ≡ 1 (mod 8) then O = Z
〈

1, 1 + i

2 , j,
ci+ k

ℓ

〉
for c ∈ Z such that c2 ≡ −p (mod ℓ), i2 =

−ℓ, j2 = −p and k = ij, where ℓ ≡ 3 (mod 4) is a prime such that
(
ℓ

p

)
= −1.

65It is the analogue of the fact that the discriminant ideal of a Dedekind domain is obtained by taking norm of the dif-
ferent ideal [Neu99, Theorem III.2.9]. Equivalently, we can define discrd(O) as the square-root of the ideal generated by
{det(trd(αiαj)1≤i,j≤4) | α1, α2, α3, α4 ∈ O} [KV10, p. 1718] [Voi13, p. 287] [Voi21, Lemma 15.4.7] [Col22, p. 163]. There
also exist slight variations of this like defining discrd(O) as the square-root of the ideal generated by {det(trd(αiαj)1≤i,j≤4) |

α1, α2, α3, α4 ∈ O} [Brz83, p. 503] [Koh96, p. 65] [Lem11b, pp. 7–8] or
{

det
(1

2
trd(αiαj)1≤i,j≤4

)
: α1, α2, α3, α4 ∈ O

}
[Ler22, p. 26] [Ver23, p. 27].

66This is the R-submodule of K, generated by the set {nrd(α) | α ∈ diff(O)} [Voi21, Definition 16.3.1]. When working over
R = Z, it is common to take the reduced norm instead to be the positive generator gcd({nrd(α) | α ∈ diff(O)}) of the fractional
ideal of Q [Voi21, p. 259].
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Further results on explicit constructions of maximal orders for definite quaternion algebras over Q are given
in [Ibu82]. Moreover, we can study the Z-orders using SageMath:

260sage: O = B. quaternion_order ([1, i, (1+j)/2, (i+k)/2]) #ZZ -order
261sage: O
262Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1, i, 1/2 + 1/2*j, 1/2*i + 1/2*k)
263sage: O. discriminant () # discrd (O); a maximal order
26423
265sage: O == B. maximal_order () #same as the explicit maximal order in database
266True

An Eichler order67 O ⊂ B is the intersection of two (not necessarily distinct) maximal orders [Déc98,
Definition 1.24] [AB04, Definition 1.34] [Cla05, Lec 9, p. 1] [KV10, p. 1718] [Mar17, Example 4.2.7] [Voi21,
Definition 23.4.1]. If K is a nonarchimedean local field and B is a division algebra, then the maximal order
is the unique Eichler R-order in B [AB04, Lemma 1.45]. On the other hand, if K is a local field with
B ∼= M2(K) split, then every Eichler R-order O is the intersection of a uniquely determined pair of maximal
orders (not necessarily distinct) [AB04, Proposition 1.47(d)] [Voi21, Proposition 23.4.3(iv)]. Equivalently, a
local Eichler order O ⊆M2(K) is conjugate to a standard Eichler order of level pe

O0(pe) :=
(
R R
pe R

)
where e ≥ 0 and p = ϖR is the maximal ideal of the complete discrete valuation ring R [AB04, Proposition
1.47(c)] [Voi21, Definition 23.4.11]. In general, if O is a local Eichler order, then the level68 of O is the ideal

lev(O) :=
{
R if B is a division algebra
pe if B is split with O ∼= O0(pe)

where discrd(O) = lev(O) for local Eichler order O ⊆ M2(K) [AB04, Definition 1.48] [Mar17, Proposition
6.1.8] [Voi21, ¶23.4.12]. Moreover, by the local-global dictionary for orders, the property of being an Eichler
order is local [AB04, Proposition 1.51] [Mar17, Proposition 6.1.10] [Voi21, Lemma 9.5.3, Lemma 10.4.3].
That is, if K is a global field then the level of a global Eichler order O is the unique ideal in R

lev(O) :=
∏

v∈Pl(K)
v finite

lev(Ov)

where Ov = O ⊗R Rv and Rv is the complete discrete valuation ring of local field Kv [AB04, Definition
1.52]. That is, if O is a global Eichler order, then discrd(O) = disc(B) lev(O) where disc(B) and lev(O) are
co-prime ideals in R [AB04, Proposition 1.53, Proposition 1.54(i)] [Voi21, ¶23.4.19]. If K = Q, N ∈ Z>0,
and O ⊂ B an Eichler order of level NZ, then we simply say lev(O) = N ; i.e. the maximal orders are
the Eichler orders of level 1 [Mar17, Definition 6.1.11] [Ler22, p. 27]. In particular, if O is an order in
quaternion Q-algebra with discrd(O) = disc(B)N a square-free integer, then O is an Eichler order of level
N [AB04, Proposition 1.54(ii)]. Furthermore, if B is a quaternion Q-algebra, then for each integer N such
that gcd(disc(B), N) = 1, there exist Eichler orders of level N [Déc98, Theorem 1.58] [AB04, Corollary
1.58]. Explicit construction of Eichler orders in quaternion Q-algebras can be found in [Has95, §2] and
[AB04, §1.2.4, Tables A.4–A.7]. Moreover, the Bruhat-Tits tree69 provides a visual way to keep track of
many calculations with Eichler orders [Tit79] [Cla05, Lec 9, p. 5] [Yu09] [FM14, §2.2] [Gul20, Day 2 Lecture

67Martin Eichler wrote his dissertation with Heinrich Brandt on quaternion algebras and later worked on more general types
of simple algebras. Eichler famously illustrated connections of quaternion algebras with other mathematical subjects using a
hexagon with its vertices labeled clockwise as follows: automorphic forms, modular forms, quadratic forms, quaternion algebras,
Riemann surfaces, and algebraic functions [Cou96, p. 1344] [Mar17, pp. 5–6].

68It is possible to define level for all quaternion orders over local and global fields of characteristic zero, as done in [Mar17,
Definition 6.1.6, Corollary 6.1.9, Definition 6.1.11, Corollary 6.1.13]. Another generalization for orders in Bp,∞ is given in
[Piz80, Definition 1.2] and [Déc98, Definition 1.57].

69A nice tool for illustrations: https://github.com/ariymarkowitz/Bruhat-Tits-Tree-Visualiser
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notes] [Voi21, ¶23.5.16, Exercise 23.10] [Amo+21, §2.3]. For example, we can use SageMath to verify that

Z
〈

1, i, j, 1 + i+ j + k

2

〉
is an Eichler order of level 2 in B23,∞:

267sage: OO = B. quaternion_order ([1,i, (i+j)/2, (1+k)/2])
268sage: OO == O
269False
270sage: OO. discriminant () # another maximal order , [Koh +14, Lemma 2]
27123
272sage: OE = O. intersection (OO) # Eichler order
273sage: OE
274Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1/2 + 1/2*i + 1/2*j + 1/2*k, i, j, k)
275sage: OE == B. quaternion_order ([1,i,j ,(1+i+j+k)/2])
276True
277sage: OE. discriminant ()/B. discriminant () #level of global Eichler order
2782

There are many other categories of quaternion orders. For example, hereditary, Gorenstein and Bass orders
are discussed in [Brz83], [Lem11b] and [Voi21, Chapter 24].

A quaternion fractional ideal70 I over R is a finitely generated torsion free R-module such that B = I⊗RK
[De +20, §2.2] [Eri+23, §2.4]. When we want to specify R we may say “fractional R-ideal in B.” In other
words, a fractional R-ideal in B that is a subring is called R-order in B. The reduced norm nrd(I), of a
fractional R-ideal I in B, is a fractional ideal of K, i.e., nrd(I) is finitely generated as a R-submodule of K
[Déc98, Definition 1.26] [Voi21, Lemma 16.3.2]. Moreover, given a fractional R-ideal I in B, we define the
left order of I and right order of I as

OL(I) := {α ∈ B | αI ⊆ I} OR(I) := {α ∈ B | Iα ⊆ I}

respectively, such that both are R-orders in B [Piz80, Definition 1.14] [Déc98, Definition 1.25] [Mar17,
Proposition 4.2.8] [Voi21, Lemma 10.2.7]. Furthermore, for R = Z, we can use SageMath to study these:

279sage: I = B.ideal ([1,i,j ,2*k]) # fractional ZZ -ideal; not ZZ -order , nrd(I) != 1
280sage: I
281Fractional ideal (1, i, j, 2*k)
282sage: I.norm () # reduced norm; the generator of fractional ideal of QQ
2831/2
284sage: OLI = I. left_order ()
285sage: OLI
286Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1, 2*i, 2*j, 2*k)
287sage: ORI = I. right_order ()
288sage: ORI
289Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1, 2*i, 2*j, 2*k)
290sage: OLI. discriminant () #not maximal
291736

A fractional R-ideal I in B is said to be principal if there exists α ∈ B such that I = OL(I)α = αOR(I);
70It is the analogue of a fractional ideal of the field of fractions of a Dedekind domain [Neu99, Definition I.3.7]. Not to be

confused with an ideal in B, i.e. a two-sided ideal in the associative ring B which can only be either ⟨0⟩ or B because B is a
simple algebra. This is also referred by different terms like ideal [Déc98, Definition 1.14] [AB04, Definition 1.28] [Cla05, Lec 9,
p. 1] [Sil21, p. 33] [Amo+21, §2.2.1], complete lattice [Rei03, pp. 44, 108] [Mar17, p. 114], and lattice [Piz80, p. 343] [Brz83,
p. 503] [Koh96, p. 58] [KV10, p. 1717] [Eis+18, §2.2] [Eis+20, §2B] [Ler22, Definition 1.2.6] [Arp22, Definition 1.5.1] [Col22,
p. 163] [Ver23, Definition 2.3.6]. I find the abuse of term “lattice” to refer these quite confusing, because lattice itself has two
other definitions, one in geometry of numbers [Sie89] [Neu99, Definition I.4.1] [HPS14, Theorem 7.17] [Sma16, §5.1.3] [Voi21,
Definition 17.5.1] and other in order theory [Cla15, §2.2]. Moreover, the notation for R-lattices is switched from “M” in chapter
9 to “I” in chapter 10 onwards in [Voi21, Definition 9.3.1, ¶10.2.5]. However, once can justify the usage of term “lattice” by
studying quaternion orders as an analogue of quadratic orders [Gul20] [Voi21, §16.1] [Ler22, §1.2.2] [Cox22, Theorem 10.14]
[Ver23, pp. 22–23].
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we say that I is generated by α [Voi21, Definition 16.2.1]. Moreover, since I ⊗R K = B, we have α ∈ B×

and OR(I) = α−1OL(I)α [Voi21, ¶16.2.2, 16.2.3].
Let I and J be fractional R-ideals in B, then the product IJ is defined to be the R-submodule of B

generated71 by the set {αβ | α ∈ I, β ∈ J}; i.e. the product IJ is a fractional R-ideal [Voi21, p. 260]. We
say that the product IJ is compatible72 to mean that OR(I) = OL(J); this relation is neither symmetric nor
transitive [Voi21, Definition 16.2.5]. That is, the compatible product IJ can be thought of as a special case
of the tensor product of modules [Voi21, Remark 16.2.6]. For R = Z, we can use SageMath to compute these
ideal products:

292sage: J = B.ideal ([(1+j)/2, (i + 3*k)/2, 2*j, 2*k]) # another fractional ZZ -ideal
293sage: J
294Fractional ideal (1/2 + 1/2*j, 1/2*i + 3/2*k, 2*j, 2*k)
295sage: OLJ = J. left_order ()
296sage: OLJ
297Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1/2 + 1/2*j, 1/4*i + 3/4*k, j, 2*k)
298sage: ORJ = J. right_order ()
299sage: ORJ
300Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1/2 + 1/2*j, 1/2*i + 1/2*k, j, k)
301sage: I*J
302Fractional ideal (1/2 + 1/2*j, 1/2*i + 1/2*k, j, k)
303sage: ORI == OLJ #IJ not compatible
304False

A fractional R-ideal I in B is invertible if there exists a fractional R-ideal I ′ in B that is a (two-sided)
inverse to I, i.e. II ′ = OL(I) = OR(I ′) and I ′I = OL(I ′) = OR(I) [Voi21, Definition 16.5.1]. For example, if
I = OL(I)α is principal, then I is invertible with I ′ = α−1OL(I) [Voi21, ¶16.5.4]. Moreover, I is invertible
if and only if I−1 := {α ∈ B | IαI ⊆ I} is a (two-sided) inverse for I [Déc98, Definition 1.28] [Voi21,
Proposition 16.5.8]. For example, if O is an R-order then O−1 = O. If IJ is a compatible product of
invertible ideals, then (1) IJ is also invertible [Voi21, ¶16.5.3]; (2) OL(IJ) = OL(I) and OR(IJ) = OR(J)
[Voi21, Lemma 16.5.11]; and (3) nrd(IJ) = nrd(I) nrd(J) [Voi21, ¶16.6.13]. A fractional R-ideal I is an
R-order if and only if 1 ∈ I, every element of I is integral, and I is invertible [Voi21, Corollary 16.6.12].
The set of invertible fractional R-ideals in B is a groupoid73 under inverse and compatible product; the
R-orders in B are the identity elements in this groupoid [Voi21, Proposition 19.4.1]. The subset of invertible
fractional R-ideals whose (left or) right order belong to a specified genus of orders Gen(O) is a connected74

subgroupoid, called Brandt groupoid75 of the genus of O [Voi21, Definition 19.4.3]

Brt(O) := {I | I ⊂ B invertible fractional R-ideal and OL(I), OR(I) ∈ Gen(O)}

Furthermore, if either OL(I) or OR(I) is maximal, then I is invertible, and both OL(I) and OR(I) are also
maximal [Rei03, Theorem 23.10] [Voi21, Proposition 16.6.15(b), Theorem 18.1.2(a), Proposition 18.3.2]. We
call a fractional R-ideal I a normal ideal if both OL(I) and OR(I) are maximal orders [Déc98, Definition 1.27]
[Rei03, p. 193]. For R = Z, we can use reduced discriminant in SageMath to check if the left(right)-order is
maximal:

305sage: OLJ. discriminant () # maximal ; J is invertible
30623

71This definition is the same as for ideals in a commutative ring: https://math.stackexchange.com/q/290229
72Some authors call such multiplication to be proper [Rei03, pp. 183, 196] [Mar17, p. 127].
73The group is the set of isomorphisms in a groupoid, endowed with the operation of composition of morphisms [Alu09,

§II.1.1].
74Viewing the groupoid as a small category, we say two objects are connected if there exists a morphism between them, and

the category is connected if every two objects are connected [Voi21, ¶19.3.8].
75In 1927, Heinrich Brandt introduced a class of partial binary algebraic structures and called them groupoids. This was long

before the notion of category was formulated. Contemporary notion of a connected groupoid is equivalent to a Brandt groupoid.
Brandt used the notion of a groupoid to extend the ideal class group in rings of algebraic integers to the non-commutative case
[HK04, §3.5] [Voi21, Remark 19.3.12].
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307sage: ORJ. discriminant () #also maximal ; J is normal
30823

The involution of a fractional R-ideal in B is given by I := {α | α ∈ I}, where is the standard involution
of B; I is a fractional R-ideal in B [Voi21, ¶16.6.6]. This has properties like, (1) IJ = J I (even if this
product is not compatible); (2) OL(I) = OR(I) and OR(I) = OL(I) [Voi21, Lemma 16.6.7]. Moreover, if I is
invertible, then I−1 = I nrd(I)−1, where nrd(I) is an invertible fractional ideal of K since R is a Dedekind
domain [Neu99, Proposition I.3.8] [Voi21, ¶16.6.14]. For example, we can use SageMath to find inverse of
the invertible fractional R-ideal J from above:

309sage: Jbar = J. conjugate () # involution ideal
310sage: Jbar
311Fractional ideal (1/2 + 3/2*j, 1/2*i + 3/2*k, 2*j, 2*k)
312sage: Jbar. left_order () == ORJ
313True
314sage: Jbar. right_order () == OLJ
315True
316sage: J.norm () # reduced norm; generator of integral ideal of QQ
3172
318sage: Jinv = Jbar.scale (1/J.norm ())
319sage: Jinv
320Fractional ideal (1/4 + 3/4*j, 1/4*i + 3/4*k, j, k)
321sage: JJinv = J*Jinv
322sage: B. quaternion_order (JJinv.basis ()) == OLJ == Jinv. right_order () # inverse
323True
324sage: JinvJ = Jinv*J
325sage: B. quaternion_order (JinvJ.basis ()) == ORJ == Jinv. left_order () # inverse
326True

A quaternion integral ideal76 I is a fractional R-ideal in B such that I ⊆ OL(I) ∩ OR(I) [Eri+23, p. 6].
That is, if I is an integral R-ideal, then every element of I is integral over R [Voi21, Lemma 16.2.8]. In
particular, an order is an integral ideal [Cla05, Lec 9, Exercise 1]. Moreover, for a fractional R-ideal I, there
exists nonzero d ∈ R such that Id is an integral R-ideal, i.e. every fractional R-ideal I = (Id)/d is fractional
in the sense that it is obtained from an integral R-ideal with denominator [Voi21, p. 261]. For example, we
can use SageMath to get integral Z-ideals:

327sage: OLJcapORJ = B.ideal(basis(OLJ. intersection (ORJ)))
328sage: J == J. intersection ( OLJcapORJ ) #J is integral
329True
330sage: I == I. intersection (B.ideal(basis(OLI))) #I NOT integral ; OLI=ORI
331False
332sage: I2 = I.scale (2) # multiply on the right with d=2
333sage: OLI2 = I2. left_order ()
334sage: OLI2
335Order of Quaternion Algebra (-1, -23) with base ring Rational Field with basis

(1, 2*i, 2*j, 2*k)
336sage: OLI2 == I2. right_order ()
337True
338sage: I2 == I2. intersection (B.ideal(basis(OLI2))) #I2 is integral
339True

Given an R-order O ⊆ B, a left fractional O-ideal is a fractional R-ideal such that77 OL(I) = O [KV10,
76It is the analogue of integral ideal of the field of fractions of a Dedekind domain, i.e. an ideal of the Dedekind domain

[Neu99, p. 21]. This is also referred by different name like integral lattice [Voi21, Lemma 16.2.8].
77Most authors use a more relaxed condition, i.e. O ⊆ OL(I) [Voi21, Definition 16.2.9] [Amo+21, p. 46] [Sil21, p. 33] [Ver23,

Definition 2.3.7] [Eri+23, p. 6], or equivalently αI ⊆ I for all α ∈ O [Koh96, p. 62] [Rei03, pp. 129, 224] [Bel08, p. 10] [Mar17,
p. 124] [Col22, p. 163]. Moreover, some call the O-ideals where equality O = OL(I) holds to be sated [Voi21, Definition 16.2.11,
¶16.5.18] or proper [Voi21, Remark 16.5.19] [Cox22, p. 106]. However, all of them are eventually interested in maximal orders,
and in that situation all these definitions are the same.
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p. 1719] [GPS20, §2.1]. In a similar fashion, we may define right fractional O-ideals; however, conjugation
I 7→ I gives a bijection between the sets of left and right fractional O-ideals, so when dealing with one-sided
fractional ideals, it suffices to work with right fractional ideals [KV10, p. 1719] [Voi21, ¶17.3.2]. We say
I is a two-sided fractional O-ideal if OL(I) = OR(I) = O [Déc98, Definition 1.27] [KV10, p. 1719] [Voi21,
¶18.2.9] [Ver23, p. 27]. For example, codiff(O) is a two-sided fractional O-ideal [Voi21, Lemma 15.6.16,
Example 16.2.12] Moreover, a left integral O-ideal is a left ideal of OL(I) in the usual sense [KV10, p. 1719]
[Voi21, Remark 16.2.10, §18.2]. For example, diff(O) is an integral two-sided O-ideal [Voi21, Lemma 16.8.2].
We can use SageMath78 to check if a given fractional Z-ideal is some kind of O-ideal:

340sage: O == OLI #== ORI; I is NOT a left/right fractional O-ideal
341False
342sage: O == OLJ #J is NOT left fractional O-ideal
343False
344sage: O == ORJ #J is a right fractional O-ideal; integral because O is maximal
345True

Let O,O′ ⊆ B be R-orders. Then a fractional O,O′-ideal is a fractional R-ideal I that is a left fractional
O-ideal and a right fractional O′-ideal, i.e. OL(I) = O and OR(I) = O′ [KV10, p. 1719]. Furthermore, if
the fractional O,O′-ideal I is invertible, then I is called the connecting ideal and the orders O and O′ are
said to be connected79 [KV10, p. 1720] [Ler22, Definition 1.2.16] [Ver23, p. 28] [Eri+23, p. 6]. Equivalently,
O is connected to O′ if there exists a locally principal fractional O,O′-ideal I ⊆ B, called a connecting
ideal [Voi21, Lemma 16.5.9, Definition 17.4.4] [Ler22, pp. 29–30]. That is, Gen(O) is made of all the orders
connected to O [Voi21, Lemma 17.4.6]. Therefore, given two orders O1, O2 in the same genus, there is a
connecting ideal I(O1, O2) well-defined up to scalar multiplication and multiplication by a two-sided ideal
[Ler22, p. 30]. In particular, for O1, O2 ∈ Gen(O) when O is a maximal order, the connecting ideals are
integral and we can define I(O1, O2) to be the connecting integral ideal with the smallest norm [Voi21,
Exercise 17.4]. Moreover, the relation of being connected is an equivalence relation, and two Eichler orders
O,O′ are connected if and only if they have the same level N [KV10, p. 1720]. Therefore, an Eichler order
of level N is equivalent data to two maximal orders with a connecting ideal80 of reduced norm N [Koh+14,
Lemma 8] [Arp22, Theorem 3.3.5]. In particular, if O1, O2 are two maximal orders in Bp,∞ then the Eichler
order O1 ∩O2 = Z + I(O1, O2) [De +20, Proposition 1] [Ler22, Proposition 2.3.1].

The set of invertible two-sided fractional O-ideals B forms a group under multiplication, and the quotient
of this group by the (normal) subgroup of principal ideals of R is called the Picard group81 PicR(O) [Voi21,
§18.4]. On the other hand, the quotient of the group of invertible two-sided fractional O-ideals by the normal
subgroup of principal two-sided fractional O-ideals is called the two-sided ideal class group of O [KV10, p.
1720] [Voi21, §18.5]. Finally, we can also study the the Brandt class groupoid of the genus of O

BrtCl(O) :=
⊔
i,j

{[I] | I is an invertible fractional R-ideal with OL(I) = Oi and OR(I) = Oj}

where [I] is a homothety class of fractional Oi, Oj-ideals where I is homothetic to J if there exists a ∈ K× such
that J = aI [Voi21, §19.5]. When O is maximal in a quaternion Q-algebra, we defined Brt(B) := BrtCl(O) to
be the Brandt groupoid of B [Amo+21, §2.2.2]. Moreover, we can visualize Brt(B) as a directed multigraph
whose vertices are the isomorphism classes of maximal orders of B, and an edge connects two vertices
whenever the corresponding maximal orders are connected by an homothety class [Mar17, Figure 4.4.1]
[Voi21, Figure 19.2.2] [Amo+21, Fig. 2]. If we only consider ideal classes which admit representatives of a
certain prime reduced norm ℓ ∤ disc(B), then we get an ℓ-ideal graph whose vertices are the isomorphism
classes of maximal orders in B, and two vertices are connected by an edge if the corresponding maximal
orders are connected by an ideal class admitting a representative of reduced norm ℓ [Amo+21, Definition 1,
Fig. 3].

78Caution: The methods left_ideal() or right_ideal don’t check if the O-ideal I generated must have OL(I) = O or
OR(I) = O; it instead in an ad-hoc way assigns OL(I) := O or OR(I) := O. One can check this using the _compute_order
method: https://github.com/sagemath/sage/blob/develop/src/sage/algebras/quatalg/quaternion_algebra.py

79Some authors call such orders to be linked [Amo+21, p. 46].
80In the SQIsign protocol, such ideals as cyclic ideals [Ler22, Definition 1.2.13] [Eis+18, Prop 4.3] [Eis+18, Prop 10].
81It is the analogue of the Picard group of an order in a number field [Neu99, Definition I.12.5].
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Let I, J ⊆ B be invertible82 fractional R-ideals. We say I, J are in the same right class, and we write
I ∼R J , if there exists α ∈ B× such that αI = J [Voi21, Definition 17.3.1]. Throughout, we will work
with the right classes, but analogous definitions can be made for the left classes. The relation ∼R defines an
equivalence relation on the set of fractional R-ideals in B, and the right equivalence class of fractional R-ideal
I is denoted [I]R. Since every fractional R-ideal in the class [I]R is invertible, we call the class invertible.
Moreover, we have I ∼R J if and only if I and J are isomorphic as right modules over OR(I) = OR(J)
[Voi21, Lemma 17.3.3]. Therefore, we organize invertible right classes by their right orders. That is, given
an R-order O, the right class set83 of O is

ClsR(O) := {[I]R | I is an invertible fractional R-ideal with OR(I) = O}
= {[I]R | I is an invertible right fractional O-ideal}

The standard involution induces a bijection between ClsR(O) and the analogously defined left class set
ClsL(O). Since B is noncommutative, the ideal class [IJ ]R of two right fractional O-ideals I, J is in general
not determined by the ideal classes [I]R and [J ]R, so the set of right ideal classes may not form a group [KV10,
p. 1719]. However, the set ClsR(O) has a distinguished element [O]R ∈ ClsR(O), so it has the structure of a
pointed set84 [Voi21, ¶17.3.6]. Moreover, if O,O′ are connected R-orders, and J is a connecting O,O′ ideal
then we get the following mutually inverse bijections

ClsR(O) ∼−→ ClsR(O′)
[I]R 7→ [IJ ]R

[I ′J−1]R ← [ [I ′]R

i.e. if O′ ∈ Gen(O) then ClsR(O)↔ ClsR(O′) [Voi21, Lemma 17.4.11, Remark 17.4.12].
Now, let’s restrict our attention to then case when K is a global field. If O ⊂ B is an R-order, then

ClsR(O) is a finite set; i.e. the class number h = # ClsR(O) is finite85 [Rei03, Theorem 26.4] [Mar17, Theorem
4.4.7] [Voi21, Proposition 17.5.6, Main Theorem 17.7.1, Exercise 17.12, Corollary 27.6.20]. Moreover, since
there is a surjective map of sets from ClsR(O) to Typ(O), the type set is also finite [Voi21, Lemma 17.4.13,
Corollary 27.6.25]. In particular, # ClsR(O) is independent of the choice of Eichler order O of a given level
[KV10, Proposition 1.6].

Let B be an indefinite quaternion algebra over Q, i.e. B∞ = B ⊗Q R ∼= M2(R) (matrix algebra). If
O is an Eichler Z-order then # ClsR(O) = 1, i.e. every right O-ideal is principal [Voi21, Corollary 17.8.5,
Theorem 28.2.11(a)]. Moreover, since Typ(O) = 1, Eichler orders with the same level in indefinite quaternion
Q-algebras are also globally conjugate [AB04, Theorem 1.59] [Voi21, Theorem 28.2.11(b)].

On the other hand, let B be a definite quaternion algebra over Q, i.e. B∞ = B ⊗Q R ∼= H (division
algebra). If O is an Eichler Z-order then

# ClsR(O) = φ(disc(B))ψ(lev(O))
12 (17)

+ 14∤discrd(O)

1
4

∏
p|disc(B)

(
1−

(
−4
p

)) ∏
p|lev(O)

(
1 +

(
−4
p

)) (18)

+ 19∤discrd(O)

1
3

∏
p|disc(B)

(
1−

(
−3
p

)) ∏
p|lev(O)

(
1 +

(
−3
p

)) (19)

where φ is Euler totient function, ψ is Dedekind psi function (as in (12)), 1A is the indicator function86,
and

( •
∗
)

is the Kronecker symbol (as in (7)) [Piz80, Theorem 1.12] [Déc98, Theorem 1.67] [Voi21, Theorem
82We can drop this condition, like Sr in [Déc98, Definition 1.60] and Clr(O) = Fracr(O)/ ∼ in [Mar17, pp. 125, 129].

However, we are eventually interested in maximal and Eichler orders, and in that situation all these definitions coincide.
83It is the analogue of class group Cl(R) of a Dedekind domain R [Neu99, pp. 22 and 70]. Here we use Cls to emphasize that

we are working with a class set [Voi21, Remark 17.3.5].
84That is, a set equipped with a distinguished element of the set
85It is the analogue of the fact that ideal class group Cl(O) of an algebraic number field K is finite [Neu99, Theorem I.6.3].
86The 0-1 indicator function is defined as 1A = 1 if A is true, and 1A = 0 otherwise.
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25.1.1, Theorem 25.3.18, Theorem 30.1.5, Remark 30.8.8]. In particular, when O is a maximal Z-order in
Bp,∞, we get

# ClsR(O) =
⌊ p

12

⌋
+


0 if p ≡ 1 (mod 12)
1 if p = 2, 3; p ≡ ±5 (mod 12)
2 if p ≡ −1 (mod 12)

(20)

which is almost same as (13), exactly like (9), hinting towards a relationship between supersingular elliptic
curves and maximal Z-orders of Bp,∞ [Déc98, Theorem 1.66, Corollary 2.13] [Voi21, ¶42.3.8]. For example,

since O = Z
〈

1, i, 1 + j

2 ,
i+ k

2

〉
is a maximal Z-order in B23,∞, we have # ClsR(O) = 1 + 2 = 3. Moreover,

a maximal Z-order O in a definite quaternion algebra B over Q has # ClsR(O) = 1 if and only if disc(B) =
2, 3, 5, 7, 13; i.e. when disc(B) = p with g0(p) = 0 [Voi21, Theorem 25.4.1, Remark 25.4.2, Remark 41.5.13]
[Koh97]. In general, there are exactly 24 isomorphism classes of definite quaternion Z-orders in a definite
quaternion algebra over Q with # ClsR(O) = 1 [Voi21, Theorem 25.4.3].

Let O be any Z-order in a definite quaternion algebra over Q with h := # ClsR(O). Let I1, . . . , Ih be a set
of representative87 invertible right fractional O-ideals for ClsR(O) [Voi21, ¶41.2.1]. For n ∈ Z≥1, we define
an h× h-matrix T (n) ∈Mh(Z) with nonnegative integer entries, called the n-Brandt matrix88, by

T (n)ij := #{J ⊆ Ij | nrd(J) = nnrd(Ii) and [J ]R = [Ii]R};

i.e. for each j, we consider the set of right invertible O-ideals J ⊆ Ij with nrd(J) = nnrd(Ij), and we count
them according to their class in ClsR(O) [Voi21, ¶41.2.2]. If n = ℓ is prime and ℓ ∤ discrd(O), then there
are exactly ℓ + 1 such ideals, so the sum of the entries in every column in T (ℓ) is equal to ℓ + 1 [Voi21,
pp. 763–764, Proposition 41.3.1]. We define the Brandt module M2(O) to be the C-vector space with basis
ClsR(O) and equipped with the action of Brandt matrices T (n) for n ∈ Z≥0 on the right [Voi21, p. 765,
¶41.2.5, Exercise 41.1].

346sage: BM = BrandtModule (23, M=1) # dimension is the class number ; their level
corresponds to our discrd (O)=pM , M corresponds to our lev(O); modular forms of

weight 2 on \ Gamma_0 ( discrd (O))
347sage: BM
348Brandt module of dimension 3 of level 23 of weight 2 over Rational Field
349sage: BM. quaternion_algebra () == B #B_{p,\ infty}
350True
351sage: BM. order_of_level_N () == O # maximal order
352True
353sage: ClsR = BM. right_ideals () # representative O- ideals for ClsR(O)
354sage: ClsR
355( Fractional ideal (2 + 2*j, 2*i + 2*k, 4*j, 4*k), Fractional ideal (2 + 2*j, 2*i

+ 6*k, 8*j, 8*k), Fractional ideal (2 + 10*j + 8*k, 2*i + 8*j + 6*k, 16*j, 16*
k))

356sage: ClsR [0]. is_equivalent (B.ideal(O.basis ())) # trivial class
357True
358sage: ClsR [0]. scale (1/4) == B.ideal(O.basis ()) #alpha =1/4
359True
360sage: ClsR [1]. is_equivalent (J) #ideal class
361True
362sage: ClsR [1]. scale (1/4) == J #alpha =1/4
363True
364sage: ClsR [2]. is_equivalent (J) # member of only one class
365False
366sage: MM = BM. hecke_matrix (2) #this is another name for Brandt matrix ; here it’s

actually transpose of the one we defined , hence sum of rows is 2+1=3

87An algorithm for finding these representatives is given in [KV10, §7].
88For an equivalent computationally more efficient definition see [Piz80, Definition 2.13] [Mes86, §2.3] [Déc98, §1.6] [Voi21,

¶41.1.3, Lemma 41.2.7, ¶41.2.11].
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367sage: MM #it is a coincidence that M==MM , in general they are permutations of
each other

368[1 2 0]
369[1 1 1]
370[0 3 0]

1.2.3 Drawing graphs

As above, let O be a Z-order in a definite quaternion algebra over Q. Let I, J ⊆ O be invertible right O-ideals.
We say J is a n-neighbor of I if J ⊆ I and nnrd(I) = nrd(J) [Voi21, Definition 41.1.6, Definition 41.2.12].
The n-Brandt graph of O is the directed graph with vertices ClsR(O) (or ClsL(O)) and a directed edge from
[Ii]R to [J ]R for each n-neighbor J ⊆ Ii. That is, the n-Brandt matrix defined above is simply the adjacency
matrix of the n-Brandt graph. In particular, for n = ℓ prime and ℓ ∤ discrd(O), we get a (ℓ + 1)-regular
(out-degree) directed multigraph and call it ℓ-Brandt graph. For example, we can use SageMath to draw
2-Brandt graph when discrd(O) = disc(B) = 23 [vdLaa18, §7.1] [Voi21, Example 17.6.3, Example 41.1.2,
Example 41.1.7]

371sage: BG = DiGraph (MM , format =’adjacency_matrix ’)
372sage: BGG = BG. graphplot (pos=dict(zip(BG , [[-1,0], [1,0], [0 , -2]])),

vertex_labels =dict(zip(BG , [’ClsR [0] ’, ’ClsR [1] ’, ’ClsR [2] ’])), vertex_size
=4000 , dist =2, loop_size =0.2 , edge_thickness =2)

373sage: BGG.plot ()
374Graphics object consisting of 15 graphics primitives

Figure 8: 2-Brandt graph of a maximal order in B23,∞

We can also visualize the ℓ-Brandt graph as the quotient of an auxiliary graph. Consider the auxiliary
directed graph whose vertices are invertible right O-ideals whose reduced norm is a power of ℓ, and a directed
edge exists from I to J if J ⊆ I and ℓnrd(I) = nrd(J); i.e. J is a ℓ-neighbor of I [Pan21, Proposition 2.65].
The notion of belonging to the same ideal class induces an equivalence relation on this auxiliary graph,
and the quotient is the ℓ-Brandt graph [KV10, p. 1740] [Voi21, ¶41.1.9, 41.2.13]. For example, we can use
SageMath to check norms of representative ideals in above 2-Brandt graph are powers of 2:

375sage: ClsR [0]. norm ()
37616
377sage: ClsR [1]. norm ()
37832
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379sage: ClsR [2]. norm ()
38064

Moreover, ℓ-Brandt graphs generally89 belong to a family of Ramanujan graphs90 [Piz90, §3] [KV10,
Theorem 7.6] [Gul20, Day 3 notesand homework]. That is, a (ℓ + 1)-regular graph on h-vertices such that
the absolute value of the second largest eigenvalue of the adjacency matrix, different from ℓ+ 1, is at most
2
√
ℓ [LPS88, Definition 1.1]. For example, we can use SageMath to verify this for the above graph:

381sage: MM. eigenvalues () #3, (-1- sqrt (5))/2, (-1+ sqrt (5))/2
382[3, -1.618033988749895? , 0.618033988749895?]
383sage: bool(abs(MM. eigenvalues () [1]) <= 2* sqrt (2))
384True

However, it is not difficult to find Ramanujan graphs. Highly nontrivial is the construction of infinite
sequences of m-regular Ramanujan undirected91 graphs on n points, where m is fixed and n tends to infinity
[DSV03, Theorem 0.10.10] [BH12, Chapter 4]. For example, the 2-Brandt graphs of maximal order O ⊆
Bp,∞ for p ≡ 1, 121, 169, 289, 361, 529 (mod 840) belong to an infinite sequence of 3-regular (undirected)
Ramanujan graphs, starting with p = 1009 [Piz98, Example 2]. The families of Ramanujan graphs are one of
the best explicit expander graphs, i.e. graphs that are simultaneously sparse and highly connected [HLW06,
§5.3]. Therefore, combinatorially, Ramanujan graphs are highly connected92, and hence such graphs can
be used in the construction of communication networks [Bie89, §4] [Liv01] [Cha23]. On the other hand,
from the probabilistic viewpoint, the natural random walk93 on Ramanujan graphs converges to its limiting
distribution as rapidly as possible, and hence such graphs can be used in cryptography [Cos+19, Part 2].

1.3 Correspondence
To obtain more evidence about the correspondence between supersingular elliptic curves and definite quater-
nion algebras, one could repeat all the above SageMath computations for p = 37 and then check graph
isomorphism94 between 2-isogeny graph and 2-Brandt graph [MS74, §5.1] [Ogg74, Theorem 1] [Piz80, §9]
[Mes86, §2.5] [Cer04, Examples 2.2, 3.2, 3.5] [Col22, Appendix B, p. 254] [Arp22, Example 3.7.1]:

385sage: G. is_isomorphic (BG)
386True

Elliptic curves are abelian groups, so theK-isogenies between them form groups, denoted by HomK(E,E′).
Moreover, HomK(E,E′) is a torsion-free Z-module of rank at most 4 [Sil09, Proposition III.4.2(b), Corollary
III.7.5] [Gal12, Lemma 9.6.11]. If E = E′, then we can also compose isogenies, i.e. HomK(E,E) = EndK(E)
is called endomorphim ring of E. The invertible elements of End(E) form the automorphism group of E,
which is denoted by AutK(E) [Sil09, p. 67] [Gal12, Lemma 9.6.6]. Moreover, EndK(E) is an associative
unital Z-algebra with a standard involution given by the dual ̂ [Sil09, Theorem III.6.2(b, c, f), §III.9] [Voi21,
¶42.1.3]. Therefore, End0

K(E) := EndK(E) ⊗Z Q is an associative Q-algebra called endomorphism algebra
of E [Hus04, §13.6] [Pan21, §2.4.2] [Sut22, Definition 12.2]. Moreover, End0

K(E) is either Q, an imaginary
quadratic field, or a definite quaternion algebra over Q [Sil09, Corollary III.9.4] [Voi21, Lemma 42.1.5] [Sut22,
Theorem 12.17]. This was first observed by Helmut Hasse in 1936, and then proved by Max Deuring in 1941
[Deu41]. If char(K) = 0, then End0

K(E) is commutative, and hence cannot be a quaternion algebra [Sil09,
Corollary III.5.6(c)]. On the other hand, if K is a finite field Fq, then End0

K(E) is always larger than Q
[Sil09, Theorem V.3.1(a)(iv), (b)]. That is, the endomorphism algebra has rank 1 or 2 in characteristic 0
but rank 2 or 4 in characteristic p > 0 [Hus04, p. 253, 269].

89In general, they can be labeled almost Ramanujan because the absolute value of the second largest eigenvalue ℓr-Brandt
undirected graph is at most (r + 1)

√
ℓr [Piz90, Theorem 2A] [Piz98, Theorem 5.3] [Ler22, §2.4.3].

90The name comes from the fact that the first constructions used the Ramanujan-Petersson Conjecture (proved by Pierre
Deligne in 1974) to prove that the graphs constructed had this optimal property (Alon-Boppana bound) [Sar90] [Li96].

91That is, in-degree = out-degree. This happens for ℓ-Brandt graphs for maximal orders of Bp,∞ when p ≡ 1 (mod 12)
[Piz98, Proposition 4.6].

92That is, to disconnect a large part of the graph, one has to sever many edges
93That is, we have a token on a vertex, that moves at every step to a random neighboring vertex, chosen uniformly and

independently.
94This is not an easy thing to do. We will talk about it in §3.2.1.
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Deuring coined the term supersingular95 to refer to the elliptic curves96 with End0
K

(E) isomorphic to a
definite quaternion algebra over Q [Roq18, §8.4.1]. Furthermore, he showed the following correspondence
between supersingular elliptic curves over Fp and maximal orders of Bp,∞ [Deu41, §10.2, p. 265] [Bel08,
Theorem 2.2.4] [Roq18, p. 120]:

1. EndFp
(E) of a supersingular elliptic curve E, is (isomorphic to) a maximal Z-order O in Bp,∞ [Déc98,

Theorem 2.6(iv)] [Voi21, Theorem 42.1.9].

• For example, if E : y2 = x3 + x over F23, then EndF23
(E) = Z

〈
1, ι, ι+ πE

2 ,
1 + ιπE

2

〉
where

ι, πE ∈ EndF23
(E) such that ι is the map97 (x, y) 7→ (−x,

√
−1y) and πE is the Frobenius map

(x, y) 7→ (x23, y23) [PL17, Prop 2] [Eis+18, Prop 3] [GV18, Example 5] [Ler22, p. 33].

2. Every maximal Z-order O in Bp,∞ appears as the endomorphism ring of some elliptic curve E over Fp

[Voi21, Corollary 42.2.21].

• If the unique two-sided integral O-ideal of reduced norm p is principal then there is exactly one
supersingular elliptic curve E up to isomorphism over Fp, and j(E) ∈ Fp. On the other hand, if
the unique two-sided integral O-ideal of reduced norm p is not principal then there are exactly two
supersingular elliptic curves E1, E2 up to isomorphism over Fp, and j(E1), j(E2) ∈ Fp2 \ Fp are
conjugate98 to each other [Voi21, Lemma 42.4.1]. Therefore, the supersingular ℓ-isogeny graph
Gℓ(p) is a 2-covering of the ℓ-ideal graph of Bp,∞, except for the vertices defined over Fp (for
which we have a 1-to-1 correspondence) [Amo+21, §2.2.2] [Voi21, Remark 17.4.15]. For example,
the 2-ideal graph of B23,∞ is isomorphic to G2(23) because 23 ∈ S is one of the supersingular
primes.

3. Let E0 be a supersingular elliptic curve over Fp with EndFp
(E0) ∼= O0 ⊆ Bp,∞. There is a bijection

between isomorphism classes of supersingular elliptic curves over Fp and the left class set ClsL(O0)
[Voi21, Corollary 42.3.7]:

[E]↔ [I]L
EndFp

(E) ∼= OR(I)

AutFp
(E) ∼= OR(I)×

• The number of isomorphism classes of supersingular elliptic curves over Fp is equal to the class
number of maximal orders in Bp,∞ [Déc98, Corollary 2.13] [Voi21, ¶42.3.8]. Hence, justifying the
relationship between (9) and (20).

In 1969, William Waterhouse introduced the concept of kernel ideals to give a more refined formulation
of Deuring’s correspondence [Wat69, Chapter 3]. Let E be a supersingular elliptic curve over Fp. Let
I ⊆ EndFp

(E) be a nonzero integral left EndFp
(E)-ideal. Since EndFp

(E) is a maximal order of End0
Fp

(E),
I is necessarily locally principal (in particular, invertible). Then we can define E[I] ⊆ E to be the scheme-
theoretic intersection99

E[I] :=
⋂
ϕ∈I

ker(ϕ)

95Before their discovery, curves with endomorphism algebra isomorphic to Q were called general and curves with endomor-
phism algebra isomorphic to imaginary quadratic fields were called singular to mean “quite special.” Therefore, Deuring used
essentially the same terminology and called the curves with endomorphism algebra isomorphic to definite quaternion algebra
to be supersingular to mean “more singular than the others.” However, in modern terminology we classify elliptic curves as
ordinary and supersingular [Sil09, Remark 3.2.2].

96Caution: It is important that we are working with endomorphisms over K, otherwise we might end up with an imaginary
quadratic field as the endomorphism algebra [Sot20, Example 2.13] [Voi21, ¶42.1.6] [Arp22, §1.6.2]. Moreover, as noted earlier,
if E is supersingular over charateristic p, then E is isomorphic over K to another supersingular elliptic curve defined over Fp2

[Voi21, ¶42.1.8].
97To learn more about this map, see [Sil09, Example III.4.4] [Gal12, Example 9.10.20].
98That is, if Fp2 = Fp(α) with α = αp then j(E1) = u + vα and j(E2) = u + vα [Gal12, §6.3].
99Here E is a scheme with closed subschemes ker(ϕ) and ker(τ) corresponding to quasi-coherent ideal sheaves A, B. The

scheme theoretic intersection of ker(ϕ) and ker(τ) is the closed subscheme of E cut out by A + B: https://stacks.math.
columbia.edu/tag/0C4H
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where ker(ϕ) is a group scheme over Fp [Voi21, ¶42.2.1] [Pan21, Proposition 2.44]. Furthermore, there exists
an isogeny ϕI : E → E/E[I] with deg(ϕI) = rank(E[I]) [Voi21, ¶42.2.3]. On the other hand, given a finite
subgroup scheme H ≤ E(Fp), we define kernel ideal

I(H) := {ϕ ∈ EndFp
(E) | ϕ(P ) = 0 for all P ∈ H} ⊆ EndFp

(E)

where I(H) is a left EndFp
(E)-ideal. Moreover, I(H) is nonzero because [#H] ∈ I(H) [Voi21, ¶42.2.14]. Fur-

thermore, if ϕ : E → E′ is an isogeny, then Iϕ := I(ker(ϕ)) ⊆ Brt(EndFp
(E)) is an integral EndFp

(E),EndFp
(E′)-

ideal. Therefore, we get the following additional correspondence [Bel08, Proposition 2.2.5] [Voi21, Lemma
42.2.7, Proposition 42.2.16, Corollary 42.2.21, Exercise 42.5 in Addenda] [Arp22, Theorem 1.6.2, Theorem
1.6.5] [Ler22, Proposition 2.1.4, Proposition 2.1.5] [Eri+23, §2.5]:

1. deg(ϕI) = nrd(I) and nrd(Iϕ) = deg(ϕ)

2. E[I(H)] = H and I(E[I]) = I (overloaded notation)

3. ϕI = ϕ̂I (dual isogeny) and I
ϕ̂

= Iϕ

4. If I ∼L J then E/E[I] ∼= E/E[J ]

5. For every isogeny ϕ : E → E′, there exists a left EndFp
(E)-ideal I and an isomorphism ρ : E/E[I]→ E′

such that ϕ = ρϕI . In particular, if ϕ, τ : E → E′ then Iϕ ∼L Iτ .

6. If ϕ ∈ EndFp
(E) then Iϕ is a principal left EndFp

(E)-ideal.

7. ϕIJ = τJ◦ϕI for compatible product IJ withOR(I) = OL(J) = EndFp
(E/E[I]), ϕI ∈ HomFp

(E,E/E[I]),
and τJ ∈ HomFp

(E/E[I], E/[IJ ]); and Iτ◦ϕ = IϕIτ for ϕ : E → E′ and τ : E′ → E′′

In 1989, building on the ideas of Jean-François Mestre and Joseph Oesterlé, Kenneth Ribet gave the
base point independent100 formulation of Deuring’s bijection [Rib89, §3] [Eis+18, §3.1] [LB20, §3A] [Voi21,
Corollary 42.4.12] [Pan21, Theorem 2.61] [Col22, Theorem 5.32]:

isomorphism classes
of supersingular
elliptic curves over Fp

 /
Gal(Fp/Fp) ←→

{
maximal Z-orders
of Bp,∞

} /
Typ (21)

In 1996, David Kohel showed that the association from supersingular elliptic curves to quaternion ideals
is an equivalence of categories [Koh96, §5.3]. Let S be the category of supersingular elliptic curves over
Fp under isogenies and fix E0 as a base object. Let I be the category of left fractional EndFp

(E0)-ideals
under homomorphisms of EndFp

(E0)-modules. Then the functor Hom(−, E0) from S to I is an equivalence
of categories [Koh97, Theorem 1] [Ler22, Theorem 2.1.8] [Arp22, §1.6.4] [Eri+23, §2.5]. Furthermore, in its
full generality, we can take a category of supersingular elliptic curves with a cyclic M -isogeny and ideals
of an Eichler order of level M (i.e. Eichler order has index M in the maximal order). Fix a base point
(E0, C0), where C0 ≤ E(Fp) is a cyclic subgroup of order M . Then EndFp

(E0, C0), the subring of EndFp
(E0)

that maps C0 to itself, is an Eichler order of level M and reduced discriminant pM in End0
Fp

(E0). Let
SM be the category of supersingular elliptic curves over Fp equipped101 with a cyclic M -isogeny (for some
fixed M coprime to p), under isogenies identifying the cyclic subgroups. Let IM be the category of left
fractional EndFp

(E0, C0)-ideals, under homomorphisms of EndFp
(E0, C0)-modules. Then the functor Hom(-

−, (E0, C0)) from SM to IM is an equivalence of categories [Koh97, §3] [De +20, §4] [Voi21, Remark 42.3.10]
[Ler22, §2.3.1]. Therefore, combining (16) and (17), we can count the number of isomorphism classes of
supersingular elliptic curves with a cyclic ℓ-isogeny, where ℓ is a prime different from p,

#M0(ℓ)ss
Fp

(Fp) = (p− 1)(ℓ+ 1)
12 + ϵp,ℓ

100As one can observe in the third point of Deuring’s correspondence, the bijection is phrased in terms of a base point, i.e., a
fixed supersingular elliptic curve E0.

101This is also known as elliptic curves with level structures, see [Arp22, §3.3] [Col22, §5.2.3] [Bas+23, §3] [CL23, §1.1].
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where ϵp,ℓ is a small value depending on p, ℓ modulo 12 [De +20, §4.3, corrected version]. Therefore, “the
Deuring correspondence” is a dictionary between the category of supersingular elliptic curves over Fp and
the category of quaternion fractional ideals [De +20, Table 1] [Ler22, Table 2.1] [Ver23, Table 2.1].

This correspondence leads to the anticipated connection between supersingular module and Brandt mod-
ule [Mes86, §2.3] [Gro87, §2] [Rib90, §3] [Déc98, Theorem 2.34] [Koh01, §3] [Bes+21, §5.3] [Voi21, Example
42.3.12] [Cow22, §3.3]. Therefore, the supersingular ℓ-isogeny graphs Gp(ℓ) (defined in §1.1.3) also belong
to family of Ramanujan graphs102[JMV05, Appendix A] [CGL08, Theorem 4.2] [CLG09, §4] [Gal12, §25.3.2,
25.3.3] [DJP14, §2.2] [GPS20, §2.3] [Pan21, §2.5.3] [Bas+23, Theorem 3] [CL23, Corollary 1.8]. Moreover,
we can use this correspondence to find the set S of supersingular primes [Mor08]; and show that these primes
are the only ones that satisfy a certain conjecture of Erich Hecke relating modular forms of weight 2 to
quaternion algebra theta-series [Piz78].

There is also a relative notion of supersingular primes. Given an elliptic curve E defined over Q, a
supersingular prime for E is a rational prime p such that (i) E has good reduction mod p and (ii) the reduced
curve Ep = E mod p is supersingular then a prime p is said to be supersingular for E if the reduction of
E modulo p is a supersingular elliptic curve over the residue field Fp. Moreover, in 1987, Noam Elkies
showed that every elliptic curve over Q has infinitely many supersingular primes [Elk87]. However, the set
of supersingular primes for any E has asymptotic density zero [Elk91] [Sil09, Theorem V.4.7]. Furthermore,
in 2003, David Jao showed that when103 g0(p) = 0 and E over Q does not have a supersingular reduction
mod p, then there are infintely many supersingular primes for E [Jao03, Theorem 2.1.1]. For example, we
can use SageMath to get a list of supersingular primes for E : y2 = x3 + x over Q:

387sage: E. supersingular_primes (40) #p = 3 mod 4; supersingular primes up to 40
388[3, 7, 11, 19, 23, 31]

Furthermore, the understanding of good reduction also helps us find the supersingular points needed
to construct the supersingular module, with the key step being Deuring’s reduction theorem [Mes86, §2.4]
[Lan87, §13.4, 13.5] [Déc98, §3.2] [Gal99, Theorem 3] [Bel08, §2.3] [Was08, Theorem 10.8] [Brö09, §2] [OS16,
§10] [DG16, Proposition 2.5, 2.6] [Roq18, §8.4.4] [CPV20, §5.1] [Col22, Theorem 5.12] [Sut22, Remark 21.12,
§21.6]. Here is an illustration of this method using SageMath:

389sage: #https :// github .com/ krstnmnlsn /Adventures -in - Supersingularland -Data/blob/
master /walk.sage

390sage: #Given a prime p >= 5, find a supersingular j- invariant ; [Bro09]
391sage: p = 23
392sage: q = next(q for q in Primes () if q%4 == 3 and kronecker_symbol (-q,p) == -1)
393sage: q
3943
395sage: HCP = QuadraticField (-q). hilbert_class_polynomial ()
396sage: HCP
397x
398sage: HCP. change_ring (GF(p^2)). any_root () # supersingular j- invariant over F_p ^2
3990

In general, we define104 the supersingular ℓ-isogeny graph over Fp to be the directed multigraph Gℓ(Fp) :=
Gℓ(p) whose vertices belong to the set of Fp-isomorphism classes of supersingular elliptic curves {E1, . . . , Es}
where s is given by (9) and Ei’s are representative curves, and there is a directed edge [Ei, Ei′ ] for each
equivalence class105 of ℓ-isogenies from Ei to Ei′ defined over Fp [Arp22, Definition 1.2.1]. For the purposes
of computing isogeny graphs, the vertices are labeled with j-invariants and the isogenies corresponding to
edges are stored as kernels, and Vélu’s formulas are used to compute the associated isogeny [Koh96, Theorem
80] [Haj23, §4.1]. Thus there are ℓ+1 edges with initial vertex Ei corresponding to the ℓ+1 cyclic subgroups

102We generally have extra restrictions to ensure that the graph is undirected (j = 0, 1728 are not supersingular) and, without
short cycles [Cos+19, Remark 2.4].

103Recall that towards the end of §1.2.2, we saw that such primes correspond to discriminant of quaternion algebras with class
number 1.

104This is a special case of the more general definition given in [Gal12, §25.3].
105Recall that since ℓ is a prime, ℓ-isogenies are cyclic and sperarable. Moreover, two separable isogenies are said to be

equivalent if they have the same kernel, i.e. they agree up to post-composition with an automorphism of the codomain curve.
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of Ei[ℓ], so Gℓ(Fp) is (ℓ+ 1)-regular outdegree [Koh96, pp. 87–88]. However, vertices with j-invariant j = 0
or 1728 have fewer incoming edges (due to automorphisms) [MT93] [Gal12, Remark 25.3.2] [Sta21]. If we
assume that p ≡ 1 (mod 12), then the graph can be made into an undirected graph by identifying isogenies
with their duals [CLG09, §4] [vdLaa18, Remark 3.2.5] [Amo+21, §2.1.2]. Some other important special cases
of interest are:

1. the subgraph of Gℓ(Fp) consisting of all vertices whose j-invariants lie in Fp called the spine [Arp+21];

2. the graph Gℓ(Fp), which has twice the number of vertices in the spine of Gℓ(Fp) [DG16]; and

3. the graph Gℓ(Fp2), which has twice the number of vertices of Gℓ(Fp) and can be partitioned into up
to five 106 with vertices corresponding to the trace of Frobenius t ∈ {0,±p,±2p} (as in (10)), denoted
by Gℓ(Fp2 , t) [AAM19, pp. 273-274].

Moreover, the three graphs corresponding to t ∈ {0,±p} are small and each of the graphs corresponding
to t ∈ {±2p} is isomorphic to Gℓ(Fp) [AAM19, Theorem 6]. That is, since E : y2 = x3 + x over F232 has
tr(πE) = −2 · 23, for computational purposes we can consider Gℓ(F23) to mean the connected component of
Gℓ(F232) corresponding to the trace of Frobenius −46 [Sot20, §5.1] [Sil21, p. 32]. For example, we can use
SageMath to draw G2(F232 ,−46) [DG16, Appendix] [Col22, Appendix B]:

400sage: G0 = E0. change_ring (GF (23^2) ). isogeny_ell_graph (2, directed =True ,
label_by_j =True) #edges are 2- isogenies over GF (23^2) between isomorphism
classes of supersingular elliptic curves with trace of Frobenius -46

401sage: GG0 = G0. graphplot (pos=dict(zip(G0 , [[0,-2], [1,0], [ -1 ,0]])), vertex_size
=4000 , vertex_labels =True , dist =2, loop_size =0.2 , edge_thickness =2)

402sage: GG0.plot ()
403Graphics object consisting of 15 graphics primitives

Figure 9: The graph G2(F232 ,−46) ∼= G2(F23). Morever, since 23 is a supersingular prime, we have G2(F23)
equal to its spine.

“I’m so astonished about how happy I am lately: so much time and space for reading,
writing, thinking, nicely debating. I truly love my job ;)”
– Sofía Celi (May 30, 2022), https://twitter.com/claucece/status/1531312852597973002

106There are two such subgraphs (t = ±2p) when p ≡ 1 (mod 12), four subgraphs (t = ±p, ±2p) when p ≡ 5 (mod 12), three
subgraphs (t = 0, ±2p) when p ≡ −5 (mod 12), and five subgraphs (t = 0, ±p, ±2p) when p ≡ −1 (mod 12).
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2 Camera
This section is an interlude107 of this report.

Figure 10: Easy or Hard,
isogeny edition! by Luca
De Feo (October 09, 2022)
[based on a xkcd comic, with
contribution from Andrea
Basso, Deirdre Connolly,
Tako Boris Fouotsa, Lorenz
Panny, Sikhar Patranabis, and
Benjamin Wesolowski, https:
//twitter.com/luca_defeo/
status/1579249496890183680]

In the previous section, we saw the correspondence that exists between “the world of supersingular elliptic
curves over Fp” and “the world of quaternion algebra Bp,∞.” However, in terms of computations, the two
worlds are quite different [Koh97, p. 4]. On one hand, in the world of supersingular elliptic curves over
Fp, it is easy to compute the set of supersingular j-invariants [Bel+09; BLS12; Haj23], but computing the
endomorphism ring [EHM17; Ban+19; LOX20; Eis+20; Fus+23] and isogeny between two elliptic curves
[Gal99; Shu09; GS13; DG16; Ber+20; LB20; Ben+23] are believed to be difficult. On the other hand, in
the world of quaternion algebra Bp,∞, determining the ideal class set is difficult [KV10, Theorem B], but its
easy to find maximal orders [Ibu82; Voi13] and connecting ideals [KV10, §3] [Koh+14; PS18].

Furthermore, as stated in (21), there exists a one-to-one correspondence between supersingular j-invariants
and maximal orders in a quaternion algebra, up to some equivalence relations [Cer04; LM04]. That is, theo-
retically, it is possible to translate the hard problem from one “world” to the corresponding easy problem in
the other. However, finding a maximal quaternion order such that it is isomorphic to the endomorphism ring
of a given elliptic curve is believed to be quite difficult [McM14]. On the contrary, it is easy to find a super-
singular j-invariant such that the endomorphism ring of E(j) is isomorphic to a given maximal quaternion
order [CG14; PL17; Eri+23]. Moreover, this correspondence also gives us an efficient method for computing
modular forms [Mes86; Déc98; Cow22].

In fact, the problems of computing an isogeny between supersingular elliptic curves, the endomorphism
ring of an elliptic curve, and a maximal quaternion order isomorphic to a given endomorphism ring are all
known to be equivalent [Eis+18; Wes22; PW23; Arp+23; MW23].

The reputation of supersingular elliptic curves in cryptology has been dynamic108 [Gal01]. Likewise,
Deuring correspondence can be seen as a double edged sword in cryptology109. In the next section we will
look at its constructive aspect.

“However, I should also mention another option that not very many people consider:
Instead of delving into some other existing field that has depth, try inventing new
applications of the math that you already know. I did it. This is really hard, but
really rewarding, because the applications you invent are guaranteed to be tailored
towards your interests!”
– David Jao (September 24, 2020), https://www.reddit.com/r/math/comments/iwx5zb/comment/g6eez2d

107In a music album, an interlude serves as a connection between two songs. Though the songs can stand on their own, artists
include interludes to show the songs are thematically related. Thus the interludes can help show the relationship between two
ideas and present them as a greater whole. For example, checkout the album KARAM by KSHMR.

108The SIDH fiasco: https://www.esat.kuleuven.be/cosic/blog/an-efficient-key-recovery-attack-on-sidh/
109A knowledge base of most isogeny based cryptosystems and the best attacks on them: https://issikebrokenyet.github.

io/

40

https://xkcd.com/2682
https://twitter.com/luca_defeo/status/1579249496890183680
https://twitter.com/luca_defeo/status/1579249496890183680
https://twitter.com/luca_defeo/status/1579249496890183680
https://www.reddit.com/r/math/comments/iwx5zb/comment/g6eez2d
https://www.esat.kuleuven.be/cosic/blog/an-efficient-key-recovery-attack-on-sidh/
https://issikebrokenyet.github.io/
https://issikebrokenyet.github.io/


3 Action
3.1 Zero-knowledge proofs
3.1.1 Σ-protocols

Σ-protocol as an abstract concept was introduced by Ronald Cramer in 1997, where the first part of Sigma
refers to “zig-zag” symbolizing the three-moves, while the last part is an abbreviation of “Merlin-Arthur”110

[Cra97, p. 19].
In 1990, Claus Schnorr published111 an identification protocol. That is, a protocol involving two parties,

a prover P and a verifier V, such that P has a secret key that it uses to convince V of its identity and V
has a corresponding verification key that it uses to confirm P’s claim [BS23, §18.2]. Let p be a prime, then
(Z/pZ)× has order φ(p) = p − 1, and g ∈ (Z/pZ)× be an element of order ℓ, where ℓ is a prime divisor of
p− 1. P randomly chooses (secret key) x ∈ Z/ℓZ and publishes (public key) h := gx (mod p). V knows that
p, ℓ, g, h are such that p, ℓ are prime, and ord(g) = ord(h) = ℓ; i.e. h ∈ ⟨g⟩ and h = gx for some 0 ≤ x ≤ ℓ−1.
But V doesn’t know whether P knows such a x. The following protocol lets P prove “knowledge” of a discrete
logarithm x to V, and was the first efficient Σ-protocol [Dam10, §1]:

1. P randomly chooses y ∈ Z/ℓZ and sends a := gy (mod p) as commitment to V.

2. V chooses a challenge r at random in Z/2tZ (challenge space) and sends it to P. Here t is fixed such
that 2t < ℓ.

3. P sends z := y + rx (mod ℓ) as response to V, who checks that gz ?= ahr (mod p).

P(p, ℓ, g, x) V(p, ℓ, g, h)
y

$← Z/ℓZ
a = gy (mod p)

commitment a

r
$← Z/2tZ

challenge r

z = y + rx (mod ℓ)

response z

gz ?= ahr (mod p)

Figure 11: Schnorr identification protocol

This protocol is a proof of knowledge because for any h and any pair of accepting conversations, (a, r, z),
(a, r′, z′) where r ̸= r′, one can efficiently compute x = (z − z′)(r − r′)−1 (mod ℓ) such that h = gx

(mod p). Moreover, the error probability for this proof is 1/2t. On the other hand, this protocol is NOT
known to be zero-knowledge112 because in order for the problem of finding x to be non-trivial, ℓ must be
(exponentially) large, and to achieve negligible error in a single run of the protocol, 2t must be exponentially

110MA is the class of problems solvable by Merlin-Arthur games, which involve two players named Merlin (magician) and
Arthur (king). For its definition, see https://complexityzoo.net/Complexity_Zoo:M#ma

111U.S. Patent 4,995,082, filed February 23, 1990, granted February 19, 1991, and expired February 23, 2010.
112It comes in three flavors: (1) perfect zero-knowledge if simulation is identical to true protocol runs; (2) statistical zero-

knowledge if simulation and true protocol runs have small statistical distance; and (3) computational zero-knowledge if simulation
and true protocol runs are only indistinguishable by a computationally bounded adversary [Sma16, pp. 427–428] [Sil21, p. 6]
[Beu+23, pp. 3435–3436].
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large too. However, this protocol is honest verifier zero-knowledge because for randomly chosen z ∈ Z/ℓZ
and r ∈ Z/2tZ, with a := gzh−r (mod p), the conversation (a, r, z) has the same probability distribution as
real conversations between the honest prover and the honest verifier. Note that since gz is uniform in ⟨g⟩
and r is also uniform, we get that a = gzh−r is also uniform. Moreover, z is a deterministic function of a
and r [Ven15, Lemma 3].

In the next few paragraphs, we will define some abstract properties which capture the essence of the
Schnorr protocol [Dam10] [Ven15] [Tha22, §12.2.1].

Let R ⊆ {0, 1}∗ × {0, 1}∗ be a binary relation that defines a NP complexity class language LR := {y ∈
{0, 1}∗ | (x, y) ∈ R for some x ∈ {0, 1}∗}. That is, a string v ∈ LR iff there exists a w and polynomial
f : N → N such that |w| ≤ f(|v|) and (v, w) ∈ R. Here | · | denotes the length of string. Moreover, such a
w is called a witness for membership of v ∈ LR [Gol01, Definition 1.3.2] [Sma16, §21.3.2] [BS23, Definition
20.1]. For example, for the Schnorr protocol we have discrete logarithm relation given by

R = DL := {(v, w) | v = (p, ℓ, g, h), w = x}

where it is understood that p and ℓ are primes with g, h ∈ (Z/pZ)× such that ord(g) = ord(h) = ℓ, and
h = gx for some x ∈ Z/ℓZ.

Both, the prover P and the verifier V, are modeled by probabilistic polynomial time Turing machines.
That is, a probabilistic machine that independently of the outcome of its internal coin tosses halts after a
polynomial (in the length of the input) number of steps [Gol01, §1.3.2.2]. Therefore, P’s only advantage over
V is the knowledge of witness w. For example, the Schnorr protocol implicitly assumes this behavior.

Moreover, if v is the common input to P,V and w be a private input to P such that (v, w) ∈ R, then we
consider the following class of three-move interactive protocols for R:

1. P sends a random commitment message a.

2. V sends a random challenge t-bit string r.

3. P sends a response z, and V decides to accept or reject based on the available data v, a, r, z.

This three-move interactive protocol is said to have completeness property if V always accepts when there
exists a witness w for the common input v. For example, the Schnorr protocol satisfies completeness because

gz ≡ gy+rx ≡ gy · (gx)r = ahr (mod p)

Therefore, such a protocol also satisfies the basic correctness requirement that any identification protocol
must satisfy.

Furthermore, such a three-move interactive protocol is said to have special soundness property if from
any v, and any pair of accepting conversations on input v, (a, r, z), (a, r′, z′) where r ̸= r′ one can efficiently
computer w such that (v, w) ∈ R. The special soundness property implies that this three-move interactive
protocol is always an interactive proof system for LR with error probability 2−t. For example, the Schnorr
protocol satisfies special soundness as explained above while discussing “proof of knowledge.” That is, this
protocol is a proof system for LDL. Moreover, this protocol is secure against direct attacks [BS23, Theorem
19.1]. We can also show that such an interactive protocol also satisfies knowledge soundness for a large
challenge space [Ven15, Theorem 1] [Dam10, Theorem 1] [BS23, Definition 19.4].

The above three-move interactive protocol described is said to have special honest verifier zero-knowledge
property if there exists a polynomial time algorithm, called an efficient simulator S, that on taking common
input v and challenge r, but without access to the witness w, generates accepting conversation (a, r, z),
with the same probability distribution as conversations between the honest prover and the honest verifier
on input v. For example, the Schnorr protocol satisfies the honest verifier zero-knowledge property because,
as discussed above, the simulator S takes input v = (p, ℓ, g, h), and then randomly samples r ∈ Z/2tZ and
z ∈ Z/ℓZ, and computes a := gzh−r (mod p) to generate accepting conversation with the same probability
distribution as real conversations between the honest prover and the honest verifier. This implies the special
honest verifier zero-knowledge property. Therefore, this protocol is secure against eavesdropping attacks
[Gal12, Theorem 22.1.5] [BS23, Theorem 19.3].
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We are now ready to state the formal definition. A Σ-protocol (P,V) for a relation R is a three-move
interactive protocol with conversation transcripts (a, r, z), where the prover P speaks first, satisfying the
three properties113 (1) completeness; (2) special soundness; and (3) special honest verifier zero-knowledge.

Furthermore, we note the two important facts about Σ-protocols [Dam10, §2]: (1) the properties of
Σ-protocols are invariant under parallel composition, i.e. repeating a Σ-protocol for R (with challenges of
length t-bits) twice in parallel produces a new Σ-protocol for R (with challenges of length 2t-bits); and (2)
if a Σ-protocol for relation R exists, then for any t > 0, there exists a Σ-protocol for R with challenges
of length t-bits. Finally, a Σ-protocol (P,V) for a relation R with a key generation algorithm G gives an
identification scheme secure against eavesdropping attacks [Sma16, §21.3.3] [BS23, Theorem 19.14].

3.1.2 Fiat-Shamir transformation

In 1986, Amos Fiat and Adi Shamir came up with the idea of using a cryptographic hash function in
place of the verifier to do non-interactive proofs. Later, in 1993, this was formalized as the random oracle
model by Mihir Bellare and Phillip Rogaway [Dam10, §12]. Finally, in 2000, David Pointcheval and Jacques
Stern showed that applying the Fiat-Shamir transformation to any Σ-protocol (such as Schnorr’s) yields a
non-interactive argument of knowledge in the random oracle model [Tha22, §12.2.3].

Consider the same setup as for the Schnorr identification protocol discussed above. Let p be a prime, then
(Z/pZ)× has order φ(p) = p−1. Let ℓ be a prime divisor of p−1 and g ∈ (Z/pZ)× be an element of order ℓ.
The key generation algorithm G randomly chooses private key x ∈ Z/ℓZ and public key h = gx (mod p). The
public information includes p, ℓ, g, h such that p, ℓ are known to be prime, and ord(g) = ord(h) = ℓ. That
is, h ∈ ⟨g⟩ and h = gx for some 0 ≤ x ≤ ℓ− 1. Using a cryptographic hash function H : M× ⟨g⟩ → Z/2tZ,
where t is fixed such that 2t < ℓ for challenge space Z/2tZ and M is the message space, we can transform
the Schnorr identification protocol into the following signature scheme [BS23, §19.2]:

1. To sign a message m ∈ M using secret key x, the signing algorithm randomly chooses y ∈ Z/ℓZ and
computes a = gy (mod p). Then it computes r = H(m, a) and z = y + rx (mod ℓ) to produce the
signature σ := (a, z).

2. To verify the signature σ = (a, z) on a message m using the public key h, the signature verification
algorithm computes r = H(m, a) and checks that gz ?= ahr (mod p).

Signing (p, ℓ, g, h,m,H, x)
1 : y

$← Z/ℓZ
2 : a = gy (mod p)
3 : r = H(m, a)
4 : z = y + rx (mod ℓ)
5 : return σ := (a, z)

Verification (p, ℓ, g, h,m,H, σ)
1 : r = H(m, a)

2 : return gz ?= ahr (mod p)

Figure 12: Schnorr signature scheme

The Fiat-Shamir transformation exploits the fact that the Σ-protocol is public coin, so the challenges
sent by the verifier are uniformly random, and thus can be replaced by a hash of the statement and the
previous messages without affecting the distribution of the transcripts [Sil21, Theorem 1]. Moreover, if we
model H as a random oracle114, then Schnorr signature scheme is secure115 because Schnorr identification

113Some authors do not include these three properties in the definition of Σ-protocol. For example, in [GPS20, p. 142] and
[Ler22, §5.1.1], a Σ-protocol is defined as a 3-round public-coin interactive protocol between a prover and a verifier. Here,
public-coin means that the messages are uniformly random and independent from each other [Sil21, §2.2.4].

114This is an entity that initially chooses (in private) a random function H : {0, 1}s → {0, 1}t for some s, t. Then any player
can send any bit string m∥a of length s to the oracle which will then return H(m∥a). Since H was completely random, H(m∥a)
is a uniformly chosen string of length t, and is independent of m∥a [Dam10, §10].

115That is, unforgeable under chosen message attacks.
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protocol is secure against eavesdropping attacks [Gal12, §22.1.3] [BS23, Theorem 19.7]. However, there exist
protocols that are secure in the random oracle model but can never be secure for any possible instantiation
of the cryptographic hash function [Ven15, §4.3].

We are now ready to state the formal definition. Consider a Σ-protocol (P,V) for a relation R with
conversation of the form (a, r, z), where a ∈ A (commitment space), r ∈ C (challenge space) and z ∈ R
(response space). Moreover, let G be the key generation algorithm for R and H : M × A → C be a
cryptographic hash function modeled as a random oracle. Then the Fiat-Shamir signature scheme derived
from G and (P,V) works as follows [BS23, §19.6.1]:

1. G creates a public key v ∈ {0, 1}∗ and a secret key (v, w) ∈ R.

2. To sign a message m ∈M using secret key (v, w), the signing algorithm runs as follows:

(a) starts the prover P(v, w), obtaining a commitment a ∈ A.
(b) computes a challenge r = H(m, a) ∈ R.
(c) feeds r to the prover P obtaining a response z ∈ R, and outputs the signature σ := (a, z) ∈ A×R.

3. To verify a signature σ = (a, z) ∈ A ×R on a message m ∈ M using a public key v, the verification
algorithm computes r = H(m, a) and checks that V(a, r, z) is an accepting conversation for v.

As in the case of Schnorr, Fiat-Shamir signature scheme for any Σ-protocol is secure in the random oracle
model [Sma16, §21.3.4] [BS23, Theorem 19.16]. However, the security of the Fiat–Shamir transform against
quantum adversaries is a topic of ongoing research. In the context of post-quantum cryptography, the Unruh
transform offers an alternative, albeit less efficient construction [Sil21, Theorem 3].

3.2 Signature schemes
3.2.1 GPS (Galbraith-Petit-Silva)

This was one of two signature schemes introduced by Steven Galbraith, Christophe Petit, and Javier Silva
in 2017 [GPS20, §4]. The GPS identification protocol is based on a Σ-protocol very similar to the zero-
knowledge proof of graph isomorphism116, in which we reveal one of two graph isomorphisms, but never
enough information to deduce the secret isomorphism [Sma16, §21.1] [Beu+23, §3.3]. Moreover, just like the
protocol for graph isomorphisms, GPS is not very practical because the data structures required are very
large, and the protocol needs to be repeated a large number of times before the verifier is convinced that
prover really knows the secret [Sma16, p. 429]. One obtains a signature scheme by applying the Fiat-Shamir
transformation.

Let p, ℓ be two different primes, fix117 a supersingular elliptic curve E0 in characteristic p, and let
j0 := j(E0) be a supersingular invariant in characteristic p. We define a random isogeny step of degree ℓ
from j0 as the process of randomly and uniformly choosing a neighbor of j0 in Gℓ(p), and returning that
vertex. For a composite degree ℓ1ℓ2, where ℓ1, ℓ2 are primes different from p but need not be distinct, we
define a random isogeny walk of degree ℓ1ℓ2 from j0 as a sequence of j-invariants {j1, j2} such that ji is a
random step of degree ℓi from ji−1. Here we will be using random walks of B-powersmooth degree L, namely
L =

∏n
i=1 ℓ

ei
i , with all prime powers ℓei

i ≤ B ≤ ℓei+1
i , with B as small as possible and gcd(L, p) = 1, i.e.

ℓ1, ℓ2, . . . , ℓn be prime numbers different from p [GPS20, §2.3] [Sil21, §5.1].
Let λ be the security parameter, p be a prime with 2λ bits, t be fixed such that t = λ or t = 2λ,

L :=
∏n

i=1 ℓ
ei
i , L′ :=

∏n′

i=1 ℓ
′e′

i
i be B-powersmooth numbers that are product of prime powers up to B ≈

2(1 + ε) log(p) such that gcd(L,L′) = 1 [GPS20, Lemma 1] [Sil21, Lemma 21]. The prover P takes a random
isogeny walk (secret key) ϕ : E0 → E1 of degree L and publishes (public key) E1. The verifier V knows p,
B, L,L′, E0, EndFp

(E0), and E1. However, V doesn’t know whether P knows EndFp
(E1), or equivalently, a

path ϕ : E0 → E1. Therefore, P can use the following Σ-protocol to prove knowledge of EndFp
(E1) [Sil21,

Theorem 26]:
116This problem is believed to lie between the complexity classes P and NP-complete, i.e. it can neither be solved in polynomial

time, nor is it NP-complete. However, this problem lies in complexity class CZK of all decision problems whose solutions can
be verified using a computational zero-knowledge proof [Sma16, §21.2].

117For the isogeny-based protocols discussed in this report, we will fix E0 : y2 = x3 + x because we know its endomorphim
ring. This is also an example of special extremal curve [Koh+14, §2.3] [Ler22, Remark 3.1.2].
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1. P takes t random isogeny walks starting from E1 of B-powersmooth degree L′, obtaining curves
E′

1, E
′
2, . . . , E

′
t and isogeny paths ϕi : E1 → E′

i.

E0 E1

E′
1 E′

2 E′
t

ϕ

ϕ1 ϕtϕ2

P sends (E′
1, E

′
2, . . . , E

′
t) as commitment to V.

2. V sends random challenge bit string b = (b1, . . . , bt) ∈ {0, 1}t to P (big enough challenge space).

3. P sends response (η1, η2, . . . , ηt) to V, with

ηi :=
{
ϕi : E1 → E′

i if bi = 0;
τi : E0 → E′

i if bi = 1

where τi is computed118 as follows:

(a) Isogeny to O0O
′-ideal: The L1-isogeny ϕ : E0 → E1 was computed as the chain of isogenies

µi : Ẽi−1 → Ẽi of degree ℓei
i , where i = 1, 2, . . . , n with Ẽ0 = E0 and Ẽn = E1:

E0
µ1−→ Ẽ1

µ2−→ · · · µn−−→ E1

Then, as discussed119 in §1.3, let I0 = O0 = EndFp
(E0), and Ii := ker(µi ◦ µi−1 ◦ · · · ◦ µ1) be the

kernel ideal of the isogeny E0 → Ẽi. We then have

Ii = Ii−1ℓ
ei
i + Ii−1α

where α ∈ I0 such that ker(ϕ) ∩ E0[ℓei
i O0] ⊆ ker(α) and gcd

(
deg(α), ℓei+1

i

)
= ℓei

i [GPS20, p.
134] [Sil21, Proposition 5, Equation 2.5] [Voi21, Exercise 10.7]. Hence, P computes an element
αi ∈ Ii−1 and an ideal Ii = Ii−1ℓ

ei
i +O0αi for i = 1, . . . , n. Then I =

∏n
i=1 Ii is the left O0-ideal

corresponding to the secret isogeny ϕ : E0 → E1, i.e. OR(I) = O1 := EndFp
(E1). Similarly, P

computes the left O1-ideal I ′ corresponding to L′-isogeny ϕi : E1 → E′
i with OR(I ′) = O′ :=

EndFp
(E′

i). Finally, P computes the ideal product II ′, to obtain the O0O
′-ideal corresponding to

ϕi ◦ ϕ.
(b) O0O

′-ideal of norm L′: Starting with maximal order O0 and left O0-ideal II ′, P solves the
quaternion L′-isogeny problem to get an equivalent120 left O0-ideal J of reduced norm L′ with
OR(J ′) = E′

i [Ray18, §3.2] [GPS20, §4.3].
(c) O0O

′-ideal to isogeny: Given E0, O0, E′
i, J such that OL(J) = O0 and OR(J) = O′, P computes121

a sequence of prime degree isogenies giving the isogeny τi : E0 → E′
i.

Then V checks if each ηi is the correct isogeny path.

The GPS Σ-protocol achieves statistical zero-knowledge [Beu+23, Remark 3]. While polynomial time in
theory, the resulting signature scheme is considered impractical.

118We need an isogeny that does not leak any information about ϕ. That is, τi ̸= ϕi ◦ ϕ.
119Also recall that for any M -isogeny ϕ : E0 → E1 of we can associate a left O0-ideal I = HomFp

(E1, E0)ϕ of norm M .
120Note that the ideals returned by the quaternion L′-isogeny algorithm correspond to vertices of the path in the L′-Brandt

graph, and to a sequence of j-invariants by Deuring’s correspondence [GPS20, p. 160].
121This step is a rather more theoretical than practical algorithm, particularly when required to translate ideals with large

norm L′. Therefore, GPS was never implemented [Ler22, p. 123].
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P
(
p,B, L, L′, E0, O0, E1, ϕ

)
V

(
p,B, L, L′, E0, O0, E1

)
(ϕ′

1, . . . , ϕ′
t)

$← HomFp
(E1,−)t of degree L′

E′
i = ϕ′

i(E1), 1 ≤ i ≤ t

(E′
1, E′

2, . . . , E′
t)

(b1, b2, . . . , bt)
$← {0, 1}t

(b1, b2, . . . , bt)

bi = 0⇒ ηi = ϕi : E1 → E′
i

bi = 1⇒ ηi = τi ∈ HomFp
(E0, E′

i) of degree L′

1 : LL′-isogeny to ideal
2 : Ideal of norm L′

3 : Ideal to L′-isogeny
4 : return τi

(η1, η2, . . . , ηt)

ηi

?
∈ HomFp

(E1, E′
i) if bi = 0

ηi

?
∈ HomFp

(E0, E′
i) if bi = 1

Figure 13: GPS identification protocol

Consider the same setup as for the GPS identification protocol discussed above. Given the security
parameter λ, the key generation algorithm G randomly chooses a prime p ≡ 3 (mod 4) with 2λ bits, fixes
t such that t = λ or t = 2λ, L :=

∏n
i=1 ℓ

ei
i , L′ :=

∏n′

i=1 ℓ
′e′

i
i are B-powersmooth numbers that are product

of prime powers up to B ≈ 2(1 + ε) log(p) such that gcd(L,L′) = 1. It performs a random isogeny walk of
degree L from the curve E0 with j-invariant j0 = 1728 to a curve E1 with j-invariant j1. Then it computes
the left O0-ideal I corresponding to this isogeny with OR(I) = O1 := EndFp

(E1). Choose a cryptographic
hash function H : M×A→ {0, 1}t, where A is the set of j-invariant tuples of size t representing supersingular
elliptic curves in characteristic p, and M is the message space. The public key is (p, j1,H) and the secret
key is O1, or equivalently I. We can use Fiat-Shamir heuristic to transform the GPS identification protocol
into the following signature scheme [GPS20, §4.5] [Sil21, §5.3.5]:

1. To sign a message m ∈ M using secret key O1, the signing algorithm generates random isogeny
walks ϕ′

1, ϕ
′
2 . . . , ϕ

′
t, starting from j1, of B-powersmooth degree L′, ending at j-invariants j′

1, j
′
2, . . . , j

′
t,

respectively. Then it computes b = (b1, . . . , bt) := H(m, j′
1, . . . , j

′
t) and η = (η1, . . . , ηt) such that

ηi =
{
ψi : L′-isogeny path from j1 to j′

i if bi = 0
τi : L′-isogeny path from j0 to j′

i if bi = 1

to produce the signature σ := (b, η).

2. To verify the signature σ = (b, η) on a message m using the public key j1, the signature verification algo-
rithm uses the paths ηi to recover the j-invariants j′

i, for 1 ≤ i ≤ t, and checks that b ?= H(m, j′
1, . . . , j

′
t).

This signature scheme served as a motivation behind the signature scheme we will discuss next. Moreover,
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a generalization of GPS signature scheme to superspecial abelian surfaces was proposed by Hao-Wei Chu in
2021 [Chu21, Appendix].

Signing (p,B, L, L′, E0, O0, E1,m,H, ϕ)
1 : (ϕ′

1, . . . , ϕ′
t)

$← HomFp
(E1,−)t of degree L′

2 : E′
i = ϕ′

i(E1), 1 ≤ i ≤ t

3 : j′
i = j(E′

i), 1 ≤ i ≤ t

4 : b := H(m, j′
1, . . . , j′

t)
5 : η = (η1, . . . , ηt)
6 : return σ := (b, η)

Verification (p,B, L, L′, E0, O0, E1,m,H, σ)
1 : bi = 0⇒ E′

i = ηi(E1) 1 ≤ i ≤ t

2 : bi = 1⇒ E′
i = ηi(E0) 1 ≤ i ≤ t

3 : j′
i = j(E′

i) 1 ≤ i ≤ t

4 : return b
?= H(m, j′

1, . . . , j′
t)

Figure 14: GPS signature scheme

3.2.2 SQISign (Short Quaternion and Isogeny Signature)

This signature scheme was introduced by Luca De Feo, David Kohel, Antonin Leroux, Christophe Petit, and
Benjamin Wesolowski in 2020 [De +20]. The primary challenge in isogeny based signatures has been the
development of a system with an exponentially large set of challenges, eliminating the need for repetition.
This feat was accomplished by the creators of SQISign. Moreover, unlike GPS, this protocol has real life
implementation122 and an updated version of this scheme has also been submitted for standardization123

under a new stylized name SQIsign [Cha+23].
Let λ be the security parameter. We fix a prime p such that the N2f -torsion subgroup is defined over

a small extension of Fp2 for smooth number N ≃ p3/2 and f is as big as possible [De +20, §8.2] [Ler22,
§5.4.2]. Let N2f = MM ′ such that M is a λ-bit integer consisting all the smallest factors, and M ′ is a 2λ-bit
integer. Let L = 2e, where e is greater than the diameter of G2(p) [De +20, §8.4] [Ler22, §5.4.3]. Moreover,
we fix E0 : y2 = x3 + x in characteristic p ≡ 3 (mod 4) with known special extremal endomorphism ring
O0 := EndFp

(E0), as we did for GPS protocol. The prover P chooses a random isogeny124 ϕ : E0 → E1

such that deg(ϕ) is a prime smaller than 2λ/2, leading to a random elliptic curve E1. P keeps ϕ secret
(witness/secret key) and publishes E1 (public key). The verifier V knows p, E0, EndFp

(E0), M , L, and
E1. But V doesn’t know whether P knows O1 := EndFp

(E1), or equivalently, a isogeny path ϕ : E0 → E1.
Therefore, P can use the following Σ-protocol to prove knowledge of O1 [Ler22, Lemma 5.2.1, Lemma 5.5.1]:

1. P generates a random (secret) M ′-isogeny125 walk ϕ′ : E0 → E′
1. P sends commitment E′

1 to V.

2. V sends the description of a cyclic M -isogeny126 τ : E′
1 → E′

2 as challenge to P.

3. P sends an L-isogeny η : E1 → E′
2 as response to V, such that τ̂ ◦ η : E1 → E′

1 is cyclic, computed127

as follows:

(a) Isogeny to left O1-ideal: P computes the kernel128 of τ , and then translates this kernel to ideal,
obtaining kernel ideal Iτ from τ [Ler22, Algorithm 20 and p. 109]. Continuing this way, P
computes left O1-ideal I := Iϕ · Iϕ′ · Iτ corresponding to the isogeny τ ◦ ϕ′ ◦ ϕ̂.

122On 28th February 2023, an interactive SageMath tutorial for SQISign was posted: https://learningtosqi.github.io/.
Hence realizing Lorenz Panny’s dream of having a toy SQISign implementation in SageMath [Pan22, Part 0: The Dream].

123Additional Digital Signature Candidates for the NIST PQC Standardization Process: https://csrc.nist.gov/Projects/
pqc-dig-sig/round-1-additional-signatures

124Since deg(ϕ) is a large prime, we never compute the isogeny ϕ concretely, as this would be too inefficient. Instead, we use
the corresponding ideal Iϕ [Ler22, p. 136].

125With this choice of degree, computing the isogeny and converting it to an ideal is efficient.
126Since the MM ′-torsion subgroup is defined over a small extension of Fp2 , computing the corresponding ideal will be efficient.
127We need an isogeny that does not leak any information about ϕ. That is, η ̸= τ ◦ ϕ′ ◦ ϕ̂ [De +20, §3.3].
128The perk of working with cyclic isogeny, which was not done in GPS.
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(b) Left O1-ideal of norm L: P uses the O0O1-ideal Iϕ and left O1-ideal I to generate a randomized
left O1-ideal J ∈ [I]L of norm L = 2e [De +20, Algorithm 5] [Ler22, Algorithm 33].

(c) Left O1-ideal to isogeny: P translates the left O1-ideal J to kernel using various tricks, and then
generates the desired L-isogeny η : E1 → E′

2 from the kernel [EHM17, Proposition 4.10, Definition
5.1] [Eis+18, Proposition 9, Definition 1] [De +20, §8.1] [Ler22, §4.2.2].

V checks if η is an L-isogeny from E1 to E′
2 such that τ̂ ◦ η is a cyclic isogeny from E1 to E′

1. To verify
that τ̂ ◦ η is cyclic, it suffices to compute the action of τ̂ ◦ η on E1[2f ].

E0 E1

E′
1 E′

2

ϕ

η

τ

ϕ′

This Σ-protocol is only computationally zero-knowledge based on an ad hoc assumption [Beu+23, §6.2].
Moreover, there exists some issues with the zero-knowledge of the first version of SQISign we discussed above
[Ver23, p. 48]. Therefore, to fix such issues, some tweaks were made to the algorithms in an updated version
of this scheme [De +23].

P
(
p, M ′, M, L, E0, O0, E1, O1

)
V (p, M, L, E0, O0, E1)

ϕ′ $← HomFp
(E0,−) of degree M ′

E′
1 = ϕ′(E0)

E′
1

C ≤ E′
1(Fp), C ∼= Z/MZ

τ
$← HomFp

((E′
1, C),−)

τ : E′
1 → E′

2

η : E1 → E′
2 such that ker(τ̂ ◦ η) cyclic

η ∈ HomFp
(E1, E′

2) of degree L

1 : τ ◦ ϕ′ ◦ ϕ̂ to I := Iϕ · Iϕ′ · Iτ

2 : I, Iϕ to J ∈ [I]L, nrd(J) = L

3 : J to η

4 : return η

η

η
?
∈ HomFp

(E1, E′
2)

ker(τ̂ ◦ η) ?= cyclic

Figure 15: SQISign Σ-protocol

Consider the same setup as for the SQISign identification protocol discussed above. Given the security
parameter λ, the key generation algorithm G chooses a prime p such that the N2f -torsion subgroup is defined
over a small extension of Fp2 for smooth number N ≃ p3/2 and f is as big as possible. Fix N2f = MM ′ such
that M is a λ-bit integer consisting all the smallest factors, and M ′ is a 2λ-bit integer. Let L = 2e, where
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e is greater than the diameter of G2(p). Moreover, we fix E0 : y2 = x3 + x in characteristic p ≡ 3 (mod 4)
with known special extremal endomorphism ring O0 := EndFp

(E0). Choose a random left O0-ideal Iϕ such
that nrd(Iϕ) is a large prime smaller than 2λ/2. Compute another left O0-ideal Jϕ by solving quaternion
2n-isogeny problem. Then the codomain of isogeny corresponding to Jϕ is (public key) E1 with (private
key) O1 := EndFp

(E1) [De +20, p. 41] [Ler22, p. 136]. Consider the (random oracle) cryptographic hash
function H : M × A → Z ∩ [1, ψ(M)], where for M =

∏
i ℓ

ei
i we have ψ(M) =

∏
i ℓ

ei−1
i (ℓi + 1), A is the set

of j-invariants representing supersingular elliptic curves in characteristic p, and M is the message space [De
+20, §3.4] [Ler22, §5.2.2]. Here ψ(M) is based on the compression algorithm [De +20, Algorithm 10] [Ler22,
Algorithm 17, Lemma 4.1.3]. Now we can use Fiat-Shamir heuristics to transform the SQISign Σ-protocol
into the following signature scheme [De +20, Theorem 2] [Ler22, Theorem 5.2.3]:

1. To sign a message m ∈ M, the signing algorithm randomly chooses M ′-isogeny ϕ′ : E0 → E′
1, and

computes b := H(m, j(E′
1)). Then it constructs an M -isogeny τ : E′

1 → E′
2 using the decompression

algorithm for the curve E′
1, and integer b [De +20, Algorithm 11] [Ler22, Algorithm 18]. Finally, using

secret key O1 along with the isogeny τ ◦ ϕ′ : E0 → E′
2 it constructs a L-isogeny η : E1 → E′

2 such that
τ̂ ◦ η is cyclic, to produce the signature σ := (E′

1, η).

2. To verify the signature σ = (E′
1, η) on a message m using the public key E1, the signature verification

algorithm first computes b = H(m, j(E′
1)) to recover τ : E′

1 → E′
2 using the decompression algorithm

and checks that η is an isogeny from E1 to E′
2 such that τ̂ ◦ η is cyclic.

Signing (p,M ′,M,L,E0, O0, E1,m,H, O1)
1 : ϕ′ $← HomFp

(E0,−) of degree M ′

2 : E′
1 = ϕ′(E0)

3 : b := H(m, j(E′
1))

4 : τ := Decompress(E′
1, b)

5 : η : E1 → E′
2, deg(η) = L, ker(τ̂ ◦ η) cyclic

6 : return σ := (E′
1, η)

Verification (p,M,L,E0, O0, E1,m,H, σ)
1 : b := H(m, j(E′

1))
2 : τ := Decompress(E′

1, b)

3 : return η
?
∈ HomFp

(E1, E′
2) & ker(τ̂ ◦ η) ?= cyclic

Figure 16: SQISign scheme

There is ongoing research focused on various aspects of this signature scheme, like finding suitable primes
[CMN21] [Bru+23] [Cha+23, §5.2], analyzing security [Onu22] [Jac+23], and optimizing implementation
[Lin+23] [Cor+23]. Moreover, another signature scheme called SQISignHD has been proposed that claims
to leverage algorithmic breakthrough underlying the attack on SIDH to overcome the main drawbacks of
SQISign [Dar+23].

“Yes I have to repeatedly tell this to my students: to break a signature scheme you
need to study the verification algorithm, not the signing algorithm”
– Steven Galbraith (Aug 06, 2023), https://twitter.com/EllipticKiwi/status/1688271138072428544
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